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Summary 
A comprehensive approach to artificial intelligence (AI) is required in order to safeguard 
the integrity of elections and to promote democracy at a time of rapid technological 
development. Although AI has equipped us with powerful tools with a variety of valuable 
applications, there is also a potential for misuse.  

The Expert Group on AI and Elections was by the Ministry of Local Government and 
Regional Development to assess the significance of AI for democratic elections and to 
propose measures to meet the challenges posed by AI in this context. The work of the 
Expert Group has explored three primary areas of concern: (1) the information and 
media landscape, (2) covert election influence, and (3) the election process and 
cybersecurity. 

The Expert Group emphasises that Norwegian society has a solid foundation for 
resilience against threats to democracy, which must be further developed and 
reinforced. With a diverse array of independent editorial media outlets, the Norwegian 
media system provides a firm foundation for resilience against rising polarisation and 
deepening fragmentation in society, as well as unwanted influence from AI-generated 
content in general, and AI-driven influence operations in connection with elections. 
Nevertheless, there are also signs that editorial media in Norway are under pressure 
from social media and shifting media consumption habits, particularly among young 
people.  

Algorithm-driven systems have transformed the information landscape by enabling 
rapid and widespread distribution and dissemination of content on social media. The 
manner in which this occurs risks reinforcing personal beliefs while reducing exposure 
to a broader range of viewpoints. Social media have become increasingly important 
channels for information sharing, while editorial media face growing challenges in 
reaching the entire breadth of society. This contributes to a more nebulous information 
and media landscape. 

Advances in AI, particularly large-scale language models, have raised concerns about 
their potential to generate false information and enable more sophisticated and covert 
influence operations. To date, AI has mainly contributed to reinforcing existing threats. 
However, the Expert Group believes it is important to ensure necessary democratic 
preparedness, societal resilience and AI competence among the authorities, including 
the intelligence and security services. Technology and trends are rapidly evolving – as 
are the challenges.  

The elections examined by the Expert Group in 2024 reveal that the combination of AI, 
social media, and cyber operations has provided both foreign and domestic actors with 



Page 7 of 108 

new opportunities to exert covert election influence. A particularly disconcerting and 
illustrative example of this is the Romanian presidential election.  

AI-generated content garnered significant attention in the 2024 election year, especially 
in the United States. This shows that generative AI can have a discernible impact on the 
pre-election political agenda. The veracity of the content appears less significant in 
determining whether it achieves widespread dissemination as long as it reinforces or 
represents the recipient’s opinions or perception of reality.  

There is no available overview of the reach and potential of such technology, nor of how 
it will impact society and individuals over time. In its work on this report, the Expert 
Group has identified some changes in the challenges facing Norwegian elections. These 
changes align with the primary areas of concern and highlight where AI can significantly 
alter or reinforce challenges that warrant particular attention. 

The Expert Group presents several recommendations based on insights gathered from 
elections held in 2024, combined with knowledge of AI usage and Norwegian conditions. 
The recommendations aim to mitigate the risk of AI being used in ways that adversely 
affect elections and democracy. To address the changes to the overall challenges, the 
Expert Group submits the following overarching recommendations: 

- Ensure that the electoral authorities possess the necessary competence and 
capacity in AI and communication. 

- Reduce the basis for speculation regarding errors and deficiencies in the election 
process or that the election is subject to unwanted influence. 

- Contact between the authorities and the technology and platform companies. 
- Political actors should be made responsible and supported. 
- Prioritise the rapid implementation of relevant EU legislation, especially the 

Digital Services Act and the AI Act. 
- Pursue an active media policy that maintains an independent, strong and diverse 

editorial media. 
- Build source awareness and promote critical media, digital, and AI literacy skills. 
- Increase research and cooperation between authorities, researchers, civil society 

and technology companies. 
- Act as a driver for international cooperation in the above-mentioned domains. 

The recommendations are further elaborated and discussed in section 6.1 of the report. 

The Expert Group believes these recommendations will help enhance awareness and 
preparedness among the population, as well as among the authorities involved in the 
election process, the media, and technology companies. At the same time, the Expert 
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Group warns against overstating the significance of AI in elections, which could lead to 
exaggerated fears and suspicions regarding truth and falsehood.   
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1 The Expert Group’s mandate, composition, and work 

1.1 Background for the Expert Group 
In the super election year of 2024, a historically high proportion of the world’s population 
went to the polls in over 60 countries, including the United States, the United Kingdom, 
France, India, and Pakistan. The European Parliament election was also held, with voters 
across all EU Member States casting their votes. The emergence of AI—in particular, the 
novel opportunities presented by generative AI—has led to growing concerns of adverse 
impacts on free and democratic elections. This technology alters the landscape of 
challenges, not only for elections but also for the very foundation of democracies. 

Even before 2024, there were examples of disconcerting events. Fake, AI-generated 
audio recordings garnered significant attention during the 2023 Slovakian election 
campaign. During the 2023 Norwegian local elections, a fake, parody website for the 
local electoral list Sørlandspartiet was uncovered, where AI had been used to generate 
images of non-existent candidates.1 Therefore, at the turn of the year, considerable 
tension surrounded the potential of AI to create or amplify challenges impacting the 
election process and related communication in 2024. From 2024, the Expert Group 
highlights the elections in Romania and the United States as being of particular interest, 
although several other elections conducted this year are relevant and instructive for 
Norway. These are discussed in Chapter 4. 

Experiences from 2024 provide Norway with a unique opportunity to learn from other 
countries. Therefore, the Government decided to appoint a fast-working Expert Group 
to make recommendations on measures that can be implemented to mitigate the 
adverse impacts of AI for the upcoming Norwegian parliamentary election and the Sámi 
parliamentary elections in 2025. 

At the start of 2024, AI-generated misinformation and disinformation were by many 
considered to be among the biggest global risks.2 In their respective reports, the 
Norwegian National Security Authority and the Norwegian Police Security Service 

 

1 Heggheim and Sællmann, 2023 

2 World Economic Forum, 2024 
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emphasise the advent of AI as one of the development trends that will impact national 
security.3  

Norway has a well-functioning and stable democratic system that must be safeguarded. 
Our society is characterised by openness, trust, an educated and digitally literate 
population, a diversity of editorial media, well-developed infrastructure and a digital 
public administration. These characteristics foster resilience and serve as a firm 
foundation for mitigating the adverse impacts of new technology. However, we cannot 
take these strengths for granted. 

The challenges AI presents to elections and democracy extend beyond Norway’s 
national borders. The use of AI raises a number of issues, including changes in the 
information landscape, ethics, privacy, security, cybersecurity, copyright, infrastructure, 
national autonomy and human rights. This requires international cooperation and 
Norwegian engagement on the global stage, alongside comprehensive national 
assessments and measures.  

1.2 Mandate 
The Expert Group was given a mandate by the Ministry of Local Government and 
Regional Development, which is summarised in Box 1.1.  

 

3 The Norwegian National Security Authority, 2024; The Norwegian Police Security 
Service, 2024 

Box 1. 1 Mandate for a fast-working expert group to look at the 
significance of artificial intelligence (AI) for secure and democratic 

elections 

Background 

Generative AI can produce text, audio, images, and video that increasingly resemble 
authentic content. It is becoming increasingly difficult to distinguish between what has 
been created by humans and what has been created by AI. AI-based tools are also 
becoming increasingly widespread, and many people use them as a source of 
information instead of traditional search engines. Such developments could have a 
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major impact on how voters receive information about elections and about the 
various political parties and candidates, and may potentially influence the political 
debate and agenda. 

In 2024, elections will be held in several of the most populous countries in the world, 
as well as to the European Parliament. The elections held in 2024 will provide new 
information about the significance of AI for democratic and secure elections, including 
how AI can be used in influence operations and its significance for information 
dissemination. This experience will enable us to prepare for upcoming elections in 
Norway, helping to ensure Norway is equipped to meet the challenges posed by AI in 
this context. 

The Expert Group is tasked with 
• Describing how AI is altering the challenges facing democracy, and its potential 

significance for elections; 
• Determining the various ways AI tools can be used to exert unwanted influence; 
• Identifying the vulnerabilities arising from the increased prevalence of AI and 

artificially generated content; 
• Gathering experience on how other countries are working to counter election 

influence; and  
• Proposing measures that can be implemented before the 2025 parliamentary 

election to meet the challenges that AI poses to Norwegian democracy and to 
ensure confidence in Norwegian elections. 

The Expert Group will contribute to 
• A better overview of existing knowledge about the use of AI in the context of 

elections; 
• Improve competence on how AI can be used to influence elections; and 
• An informed debate about the use of AI in Norway, based on Norwegian 

conditions. 

Nature of the work 

The Expert Group will submit a written summary of experience gained from the 
elections held in 2024. The Expert Group is otherwise at liberty to determine how to 
present its work, for example in the form of short publications and a seminar, or 
similar. 

The proposed measures should increase resilience to disinformation created by AI, 
and should be implemented before the 2025 parliamentary election. The measures 
will be presented to the inter-ministerial working group tasked with strengthening 
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1.2.1 The Expert Group’s interpretation of the mandate 

The Expert Group has been assigned a broad mandate to be carried out within a limited 
timeframe. To be able to provide relevant and appropriate advice in time for any 
measures to be implemented or initiated before the 2025 parliamentary election, the 
group has had to prioritise which areas to emphasise in its work.  

The mandate emphasises that the group should describe how AI is “altering the 
challenges facing democracy, and its potential significance for elections”. The group 
understands the mandate to mean that the significance for elections is at the core of the 
assignment and should be given the greatest emphasis. The mandate is not understood 
to mean that the Expert Group is to provide a comprehensive overview of AI’s potential 
impact on democracy at large. Therefore, the emphasis is on identifying changes in the 
challenges and what measures can be implemented to reduce the risk of AI being used 
in ways that will be detrimental to democracy in general and elections in particular.   

One of the main tasks in the assignment is to gather experiences from other countries 
that held elections in 2024. The Expert Group believes it is important to contextualise 
the experiences in terms of their relevance to Norwegian elections. Therefore, the 
Expert Group uses Norwegian conditions as its starting point when discussing which 
new technological AI breakthroughs might create or reinforce elections. Our 
recommendations for action will also be aimed at our national context.  

The mandate states that important reasons for the work are new or increased threats 
and vulnerabilities that can be linked to AI, particularly with regard to the risk of 
unwanted election influence. However, the assignment is not limited to this; it 
encompasses a broader scope. AI could also have a major impact on the information 
landscape in Norway, as well as on cybersecurity. In our work, we have therefore chosen 
to pursue three areas in terms of the impact AI may have on elections in Norway. The 
main areas are discussed in more detail in Chapter 3. 

 

4 After the mandate was established, the deadline for finalisation was postponed to 
February to ensure sufficient time to assess the material. 

resilience to undesirable influence in elections, which has been appointed by the 
Government with a mandate until the 2025 parliamentary election.  

The Expert Group aims to present the results of its work by 31 December 2024.4 
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Technological developments are advancing rapidly, and the Expert Group finds it 
necessary to highlight the changes in the landscape of challenges and overarching 
measures within these three areas that will extend beyond the 2025 election. 

1.3 Composition 
The Expert Group was appointed by the Ministry of Local Government and Regional 
Development on 6 June 2024. The Expert Group has consisted of: 

- Niels Nagelhus Schia, Senior Research Fellow and Professor at the Norwegian 
Institute of International Affairs (NUPI), Chair of the Expert Group 

- Anne Sofie Molandsveen, Thematic Manager for Democracy and Elections at 
NORCAP – Norwegian Refugee Council 

- Bente Kalsnes, Professor at the Department of Communication, Kristiania 
University of Applied Sciences 

- Heidrun Åm, Professor at the Department for Sociology and Political Science, 
Norwegian University of Science and Technology (NTNU). 

- Helle Sjøvaag, Professor at the Department of Media and Social Sciences, 
University of Stavanger 

- Julie Ane Ødegaard Borge, Associate Professor at the Teachers Education 
Programme, NLA Bergen University College 

- Lars Raaum, Community and Government Relations contact person, Norwegian 
Media Businesses’ Association 

- Rune Karlsen, Professor at the Department of Media and Communication, 
University of Oslo 

The Expert Group has received secretariat support from the Ministry of Local 
Government and Regional Development. The secretariat has consisted of Senior Advisor 
Sissel Lian (from June to October 2024), Senior Advisor Øyvind Kind Robertsen and 
Consultant Vilde Sollien (from September 2024). 

1.4 The work of the Expert Group 
The Expert Group held its first meeting on 12 June 2024. The Expert Group has held a 
total of seven full-day meetings, as well as several shorter meetings. The group received 
input from experts and actors in the media sector, the security sector, academia, 
technology platforms, technology communities, political parties and election authorities. 
The input has mainly been provided in the form of presentations and dialogue at the 
Expert Group’s meetings and study visits, and in some cases at separate meetings.  

In the autumn of 2024, three study visits were made to four different destinations. Study 
visits were made to Helsinki in September, London, and Brussels in October and 
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Washington D.C. in November. The purpose of these study visits has been to meet with 
election authorities, security authorities, research institutions and other relevant actors, 
and to learn how these countries have worked on this subject prior to, during and 
following elections. 

The Expert Group sent an enquiry, via the Ministry of Foreign Affairs, to Norway’s foreign 
and permanent missions/delegations, requesting information about how the countries 
they follow have worked with AI and elections, as well as any examples. The Expert 
Group also asked requested input on whether the embassies and missions/delegations 
knew of any relevant researchers, organisations or institutions that had in-depth 
knowledge of this subject. 

An overview of who contributed input to the Expert Group can be found in Appendix 1 
to this report. 

1.5 Key terms 
The following is an explanation of key terms used in the report.  

Artificial intelligence, abbreviated as AI, is a term that encompasses various 
technological tools that can be used for different tasks. An Expert Group appointed by 
the EU defined AI as follows: 

AI systems act in the physical or digital dimension by perceiving their environment, 
processing and interpreting information and deciding the best action(s) to take to 
achieve the given goal. Some AI systems adapt their behaviour by analysing how the 
environment is affected by their previous actions.5 

AI is a tool that can be used in ways that can have both a positive and negative impact 
on elections and democracy. AI is used to a significant extent in society today. Social 
media and other technology platforms, for example, make extensive use of AI, partly 
through the algorithms that determine what content is displayed and spread to users. 

AI as such is not a new field, but in recent years, developments in the area of generative 
AI have particularly accelerated. Generative AI is based and trained on large amounts of 
data and can create content in various formats such as text, audio, image, and film. The 
content may appear original, but the content is created on the basis of the data on which 
the model has been trained. No specific knowledge is required to be able to use the 

 

5 Independent High Level Expert Group on Artificial Intelligence set up by the 
European Commission, 2018, translation from National Strategy for Artificial 
Intelligence. 
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tools for simple purposes, as the user can communicate with the tool using plain 
speech.  

The emergence of generative AI has particularly raised concerns that the technology 
could have an impact on elections and democracy – whether through deliberate misuse 
or because the data does not provide an accurate picture. For instance, fabricated 
images, videos, or audio recordings that are made to look or sound like certain people, 
known as deepfakes, have attracted a great deal of attention. Chatbots based on 
generative AI have also become widespread. 

The fear of technology misuse is particularly associated with the manipulation of 
information in connection with influence operations or disinformation campaigns, which 
can be used to disrupt the election process and weaken confidence in its conduct and 
results. In the following terms, the Expert Group builds on definitions given by the 
Commission on the Freedom of Expression6 and the Norwegian Defence Research 
Establishment7. 

Elections – particularly election campaigns – are about influencing voters. It is a 
legitimate part of democracy, and it is important to ensure that measures to prevent 
unwanted influence do not simultaneously undermine important democratic principles. 
Unwanted election influence refers to factors that influence individuals’ choices or 
perceptions in a manipulative, unethical, undemocratic or illegal manner, often through 
the use of disinformation, social manipulation, and technological tools. This violates the 
individual’s right to make informed and free choices and can undermine trust in 
electoral processes and democratic institutions.   

In the public debate, this term is mainly in reference to influence operations by foreign 
actors, but an influence operation can also be carried out or supported by a domestic 
actor.  

Disinformation, on the other hand, refers to the dissemination of deliberately false or 
misleading information, where the purpose is to damage or influence the recipients’ 
opinions, attitudes, or actions. 

Misinformation is used to describe incorrect information that is disseminated without 
malicious intent. In other words, the purpose of the dissemination of information is not 
always clear, and the actor may be unaware of the veracity of what is being shared. 

 

6 Official Norwegian Report (NOU) 2022: 9 

7 Sivertsen, et al., 2021 
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2 Technology, media, elections, and democracy – the 
situation in Norway 

In this chapter, we will review key frameworks for Norwegian democracy and provide a 
basis for assessments of security, elections, media landscape, democracy, trust, and 
infrastructure in a Norwegian context. Furthermore, we will also provide a brief 
overview of relevant EU legislation. This review is the Expert Group’s starting point for 
assessing how AI could have an impact on elections and democracy in Norway. 

2.1 Security policy situation  
Intelligence and security services issue annual threat and risk assessments. For several 
years, these assessments have highlighted foreign influence – particularly from Russian 
and Chinese actors – as a threat. Elections are important events which threat actors may 
attempt to exploit by way of targeted influence operations.  

In its threat assessment for 20248, the Norwegian National Security Authority (NSM) 
points out that the results of the 2024 election year could have major impacts on 
security policy development for democracies worldwide. They point out that threat 
actors’ use of technology can evolve faster than the open democracies’ ability to protect 
themselves. Information technology and complex instruments can be utilised to target 
democracies with open information environments, such as Norway. NSM also highlights 
AI and the risk that this technology can be used to undermine and influence democratic 
elections. They note that AI enables the spread and fabrication of misinformation and 
disinformation in a way that can challenge the foundations of democracies. At the same 
time, AI can also be used to distinguish between malicious and legitimate activity, and AI 
will likely be important for analysing and detecting operations against Norwegian 
targets.  

A number of global and national governments and organisations identified the (mis)use 
of AI as an important part of the threat landscape in 2024. In January 2024, the World 
Economic Forum published its Global Risks Report 2024. The report emphasises that AI, 
which can be misused to spread false and untrue information, poses one of the top 
global risks in the coming years.9 The report from the UN High-Level Panel on Artificial 

 

8 The Norwegian National Security Authority, 2024 

9 World Economic Forum, 2024 
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Intelligence from September 2024 also points to elections as an area where AI can pose 
a risk.10 

2.2 The election process in Norway 

2.2.1 Roles and responsibilities 

The Constitution of Norway includes certain overarching frameworks for how 
parliamentary elections should be conducted. The Election Act and the associated 
Election Regulations regulate the implementation of parliamentary, municipal and 
County council elections. Separate provisions in the Sámi Act and Regulations on Sámi 
Parliament Elections regulate the conduct of elections to the Sámi Parliament. 

The Ministry of Local Government and Regional Development has the overall national 
responsibility for the conduct of elections in Norway and administers the legislation 
relating to elections. This also means that the ministry coordinates the work on security 
and emergency preparedness related to the election process.  

The main task of the Norwegian Directorate of Elections is to provide municipalities and 
county authorities with the tools and support that will enable them to conduct elections. 
They develop and operate the electronic election administration system EVA, which is 
used by all municipalities and county authorities. The Norwegian Directorate of Elections 
provides the municipalities with training and user support for the system. Furthermore, 
they are responsible for governmental information on elections that is provided to the 
population. 

It is the electoral committee in each municipality that has the overall responsibility for the 
practical aspects of conducting elections in Norway. The municipalities decide the time 
and place for voting and recruit and train election workers. They are responsible for the 
practical implementation of voting and for the counting and keeping of the protocol for 
the election. This also means that each municipality is responsible for security and 
emergency preparedness related to the practical conduct of elections locally. The county 
electoral committee in each county authority is responsible for approving list proposals 
and counting votes in county council and parliamentary elections. 

2.2.2 Use of technology in the election process 

The Norwegian Directorate of Elections’ services are largely digital. The electronic 
election administration system EVA is used by all municipalities and county authorities in 

 

10 United Nations AI Advisory Body, 2024 
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election preparations, during voting, counting and election returns. The Election Act 
Commission pointed out that Norway uses technology in its election process to a greater 
extent than our neighbouring countries. Among other things, the Commission proposed 
that the use of EVA should be codified in law.11 The Storting adopted the codification of 
EVA as part of the new Election Act in 2023, cf. Section 20-1 of the Election Act. The new 
Election Act entered into force in May 2024, and the parliamentary election in 2025 will 
therefore be the first election conducted under the new Act. 

Voters themselves do not use electronic solutions for voting. All voting in Norwegian 
elections takes place using paper ballots, including advance voting and votes from 
Norwegians living abroad (advance voting is discussed in more detail under 2.2.4). In the 
event of technical problems with the system or lack of internet access during the 
election, which, for example, may prevent access to the electronic electoral register, 
there are manual contingency procedures.  

All ballots shall be counted at least twice. The first count of ballot papers must be done 
by hand by election workers, while the municipalities can choose to use machine 
counting that employs scanners in the second count.   

In 2011 and 2013, trials of online voting were carried out in selected municipalities. 
However, these trials were discontinued prior to the 2015 election. Due to a lack of 
political agreement, the trials were not continued. In later assessments of electronic 
voting, the security challenges of electronic solutions are particularly emphasised as a 
problem.12 

2.2.3 Security efforts in connection with elections 

Prior to the municipal and county council elections in 2019, the Government set up an 
interdepartmental working group with the aim of increasing resilience against unwanted 
influence in connection with elections.13 The working group is chaired by the Ministry of 
Local Government and Regional Development and consists of relevant government 
ministries and subordinate agencies, including intelligence and security services. The 
working group was reappointed before the 2021 and 2023 elections and now has a 
mandate that extends until the 2025 elections. Ahead of the last elections, the 
Government has presented an action plan based on the work of the working group, with 

 

11 Official Norwegian Report (NOU) 2020: 6 

12 Oslo Economics and the Norwegian Computing Centre, NR, 2023 

13 Prop. 45 (Bill) (2022-2023) 
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measures that will contribute to increased resilience against unwanted influence of 
elections, and will do the same before the parliamentary election in 2025. The initiatives 
have been aimed at voters, political parties and candidates, municipalities and election 
authorities. The measures prior to the municipal and county council elections in 2023 
included a cross-sectoral collaborative conference on unwanted election influence, an 
educational programme to strengthen pupils’ critical media literacy and the distribution 
of an information brochure with good security advice for all candidates standing for 
election.14 

The Norwegian Directorate of Elections performs a thorough testing of the electronic 
systems used in the election process. They also provide guidance to the municipalities 
and publish a security guide to help the municipalities conduct secure elections. The 
guide provides advice on physical security, organisational and human security 
measures, and information security related to the use of EVA. 

2.2.4 Voting patterns and variations in voter turnout 

Norway has a long advance voting period. Ordinary advance voting starts on 10 August 
and runs until the last Friday before election day, which always falls on a Monday in 
September.15  

Voters are increasingly opting to vote in advance, resulting in a growing proportion of 
the actual voting being conducted prior to election day. The municipalities have also 
largely made it easier to vote in advance. In the 2021 parliamentary election, for the first 
time, more than half of voters (58 per cent) voted in advance. This was a sharp increase 
from 2017, when 36 per cent of voters voted in advance. The fact that the election was 
held during the COVID-19 pandemic probably had an impact on this sharp increase. 
Nevertheless, the proportion of advance votes remained high in the municipal and 
county council elections in 2023, when 49 per cent of voters voted in advance.16  

There are variations among those who participate in elections. Through the Norwegian 
Program of Electoral Research, it has been possible to follow voters over several 
elections. By doing so, it has been determined that there is a group with just under 10 

 

14 Ministry of Local Government and Regional Development, 2023a 

15 It is possible to vote as early as 1 July, when early voting opens, by contacting the 
municipality and requesting to vote, cf. Section 7-1, second paragraph of the Election 
Act.  

16 Kleven, 2023 
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per cent of eligible voters who never vote. Persons with low levels of education, young 
men and voters with immigrant backgrounds are overrepresented among so-called 
“permanent non-voters”.17  

At the last parliamentary election in 2021, participation was highest in the 60-79 age 
group, while those with the lowest participation were so-called second-time voters, i.e. 
voters ages 22-25. In the younger age groups, the gender differences are also clear, and 
among all voters under the age of 30, participation among women is 12 percentage 
points higher than among men. In this age group, the differences in participation 
between the genders also increased between 2017 and 2021.18 

2.2.5 Election campaign 

Election campaigns in Norway are largely centred around the political parties. Parties 
often play a more central role than the individual candidates. Voters are interested and 
follow election campaigns both through editorial media and social media. A majority of 
voters decide what to vote for during the election campaign, and around one-fourth 
tend to change their party preference during the campaign.19 This indicates that election 
campaigns have an important function for voters’ choice of political party and thus also 
for election outcomes. 

There are no regulations governing how political parties conduct election campaigns in 
Norway, apart from a ban on advertisements on television for political messages, cf. 
Section 3-1 of the Broadcasting Act. There is no corresponding ban on other platforms. 
Nor does Norway have any regulations regarding when political parties can begin or end 
election campaign activities, as certain other countries do.  

Norway offers generous state funding for political parties, which is the largest source of 
funding for most political parties, including during election campaigns. Government 
funding is given to all registered political parties that have stood for election and 
received votes. Political parties are not required to have achieved representation. In 
addition, parties may receive support from others but are not permitted to accept 
contributions from donors who are unknown to the party or from foreign donors, cf. 
Section 17a of the Norwegian Political Parties Act. Contributions above certain 
thresholds set out in the Political Parties Act are identified and publicised. In election 

 

17 Bergh, Christensen and Holmås, 2021 

18 Bergh, Christensen and Holmås, 2023 

19 Karlsen, under publication 



Page 21 of 108 

years, all contributions exceeding NOK 10,000 must be reported as they come in and will 
be published on the website Partifinansiering.no. Contributions also include non-
monetary contributions. The Political Parties Act Committee, which is tasked with 
interpreting the legislation and monitoring compliance with the rules governing funding 
in the Act, has noted some weaknesses in the Political Parties Act and suggested that 
amendments are needed. These weaknesses include the fact that influence can be 
exerted through indirect contributions from an action group or through support for 
unregistered parties/lists and their individual candidates (which are not bound by the 
reporting obligation).20 In other words, the actual contributor may be anonymous to the 
public, even if the name and value of the contribution is made known, as contributions 
are channelled through third-party actors. 

2.3 Media and technology use in Norway 
In recent decades, Norwegians’ media consumption has, as a whole, changed rapidly in 
line with technological developments. The following is a brief review of Norwegians’ use 
of editor-controlled media, social media and the use of technology. 

2.3.1 Editor-controlled media and its use  

Free, independent and truth-seeking media is a democratic infrastructure that fulfils 
important tasks in information distribution, debate and social criticism. Editor-controlled 
media works according to professional journalistic methods based on a code of ethics 
for the press, with a responsible editor who is accountable for what is published. In 
Norway, editorial independence is safeguarded through the Rights and Duties of the 
Editor [Redaktørplakaten] and the Media Liability Act. Norwegian editor-controlled 
media have undertaken to comply with the Code of Ethics of the Norwegian Press, and 
media affiliated with the Norwegian Press Association can lodge complaints with the 
self-regulatory organisation, the Norwegian Press Complaints Commission. 

Media regulation supports media diversity through instruments such as direct press 
subsidies, VAT exemptions and support for public broadcasting, which are intended to 
secure media throughout the country, ensure competition and safeguard daily news and 
diverse interests. Media diversity is thus intended to both support the principle of 
representation in democracy and prevent groups from feeling that they are not 
reflected in society’s political processes.   

 

20 The Political Parties Act Committee, 2023 



Page 22 of 108 

News consumption among Norwegians is characterised by a stable and high level of 
trust in editor-controlled journalistic media. According to the Norwegian Media 
Authority, 73 per cent of the population have fairly high or very high trust in Norwegian 
news media in general.21 In the 2024 Norwegian Citizen Survey 
[Innbyggerundersøkelsen], conducted by the Norwegian Agency for Public and Financial 
Management (DFØ), the population was asked about their media habits. Eight out of ten 
responded that they usually use editorial media such as newspapers and online 
newspapers as a source of news and politics, seven out of ten use TV as a source, and 
four out of ten use radio.22 However, some groups in society, such as young people and 
immigrants, use editor-controlled media significantly less than others. In recent years, 
there has been a decline in the use of editor-controlled media platforms among younger 
users, but an increase in the use of social media.  

Compared to many other countries, Norwegians have a strong willingness to pay for 
online newspapers and news applications, in fact the highest in the world, according to 
Reuters News Report.23 Norwegians are also far more likely to go directly to the source 
to the media’s own websites and apps, and are less likely to use social media and search 
engines as sources of news.24  

The Norwegian Media Authority points out that Norwegian media find themselves in a 
more economically uncertain period, and that newspaper profitability is at its lowest 
level since the financial crisis of 2022 and 2023. The role of editorial media in society is 
also under increasing pressure from global platforms, both in terms of usage and 
revenue.25 

2.3.2 Social media and its use 

Social media does not have editors curating its content, but is instead driven by 
algorithms that control what users see. The types of content users are exposed to is 
based on the social media’s recommendation system and the companies’ business 
models.  

 

21 The Norwegian Media Authority, 2023 

22 The Norwegian Agency for Public and Financial Management (DFØ), 2024 

23 Newman, Fletcher, Robertson, Arguedas and Nielsen, 2024 

24 Olsen, Kalsnes and Barland, 2024 

25 The Norwegian Media Authority, 2024a 
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One challenge with social media, which has been highlighted by the Total Defence 
Commission, among others, is that it contributes to changing how people communicate, 
share information and interact with one another. Due to social media algorithms, users 
may largely only be exposed to content or like-minded people, which would help 
confirm and reinforce their existing perceptions and spare them from content that 
might help to challenge their perceptions. This could lead to increased polarisation and 
undermine trust in society.26 

The way that many social media platforms work has changed over time. From being 
based on friendships that users actively confirmed themselves, the platforms are now 
increasingly being driven by AI and algorithms. In addition, they have gone from being 
text-based to focusing more on images and videos. 

In recent years, there has been a growing fragmentation internationally in the use of 
social media. The choice of which social media to use, may be associated with age, but 
also with political views.27 In Norway, the choice of social media is to a lesser extent 
based on political views, but there are major generational differences in the use of social 
media. Facebook/Messenger is the largest social media platform in Norway, and in 2023, 
63 per cent reported using Facebook during an average day. This was followed by 
Snapchat (56 per cent), Instagram (46 per cent) and TikTok (22 per cent). However, there 
are significant variations in usage between different age groups, and TikTok and 
Snapchat in particular stand out as having by far the highest usage among the youngest 
age groups.28 Internationally, hybrid apps such as WhatsApp and Telegram are growing. 
These are primarily viewed as platforms for messaging. However, groups can have a 
large number of followers, even millions in some cases. These platforms currently play a 
much smaller role in Norway than in other parts of the world. 

As a source of news, social media has become increasingly common. In 2023, 57 per 
cent of the population stated that they find and read news on social media on an 
average day. 79 per cent of young people between the ages of 16 and 24 consume news 
through social media. A significant proportion of older age groups also find and read 
news on social media.29  

 

26 Official Norwegian Report (NOU) 2023: 17 

27 Muñoz, 2024 

28 Bekkengen, 2024 

29 Ibid. 
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In social media, it is difficult to distinguish between different senders, and the platforms 
usually present content from editor-controlled media in the same manner as advertising 
and content from influencers. Most media organisations are present on the largest 
social media platforms to share their information and try to attract readers to their 
pages. Over time, however, there has been a trend in social media, including Facebook, 
towards de-prioritising content from editor-controlled media, in favour of other content 
that could create more engagement.30,31 This has led to an increasing number of 
influencers. In its report for 2024, the Reuters Institute points to the emergence of news 
profiles that may have a greater reach than editor-controlled media and their profiles, 
especially in the United States.32 

2.3.3 Norwegians’ familiarity with, and use of AI 

Statistics Norway (SSB) has studied Norwegian households’ general use of ICT, including 
AI. At the beginning of 2024, Statistics Norway found that the use of AI varied in terms of 
gender, age and county. Overall, a higher number of men than women use AI, with 42 
per cent men and 30 per cent women. The exception is women aged 16-24, where 68 
per cent of women use AI compared to 62 per cent of men.33  

Furthermore, Statistics Norway found that 65 per cent of Norwegians between the ages 
of 16 and 24 have used generative AI. Usage decreases thereafter with age: 53 per cent 
of people ages between 25 and 34, and 9-10 per cent of those over 65. 64 per cent of the 
population do not use generative AI. The vast majority of these state that they have no 
need for it. Others say they do not know how to use the technology, are worried about 
privacy, or did not realise that such tools existed.  

The Centre for Research on Civil Society and the Voluntary Sector has also studied 
Norwegians’ use of AI and found that familiarity with AI and the use of AI tools is 
widespread, but that trust in AI is low. This low level of trust is primarily due to societal 
consequences related to both “problematic use” and “unintended consequences”. This 
distinguishes itself from the positive effects, such as AI contributing to increased 

 

30 Wong, 2018 

31 Jerijervi and Hauger, 2023 

32 Newman, Fletcher, Robertson, Arguedas and Nielsen, 2024 

33 Rybalka, 2024 
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productivity and efficiency, which is beneficial to society, but can also affect 
unemployment.34 

They also find clear correlations in the use, attitudes, and knowledge of AI between 
different socio-economic groups. Norwegians with higher education are more likely to 
use AI, have fewer concerns about the consequences for their working lives and are 
positive about the opportunities AI offers. This group’s main concerns appear to be 
broader societal consequences, such as political manipulation and increased power for 
technology companies. The largest user group of AI includes young (under 45 years of 
age), educated men with high incomes (over NOK 700,000). Women over the age of 45 
with a lower level of education and income are less likely to use AI. This group faces 
more user challenges, is more worried about negative consequences, and has less faith 
in positive effects, both in their work and leisure time. Just as there are differences in the 
use of IT tools, there may be a similar distinction between those who do and do not use 
AI. Norwegians use AI tools mainly for work involving writing and texts, but also for 
entertainment, teaching and inspiration.35 

Reuters News Report finds that 37 per cent of Norwegians say they have heard of AI or 
read quite a lot or a great deal about AI. Compared to other countries, Norway is below 
the average, which is 45 per cent. Thus, they conclude that Norwegians do not appear to 
be very knowledgeable about AI.36 

The Norwegian Media Authority has conducted a survey of critical media literacy in the 
Norwegian population.37 Here, they mention how technological development – and 
particularly the emergence of generative AI – has reinforced the distinction between 
reliable and unreliable sources of information. Their report shows that there are major 
differences in people’s belief in their own ability to distinguish AI-generated content 
from non-AI generated content.  

Many of the respondents in this survey used AI services to find information (53 per cent) 
and to get help with writing (45 per cent). Some also sought out such tools out of 
curiosity to see how AI works (41 per cent). Among those who have used AI services, it 
appears that 40 per cent have considered the information to be correct and credible to a 

 

34 Solheim and Enjolras, 2023 

35 Ibid.  

36 Moe and Bjørgan, 2024 

37 The Norwegian Media Authority, 2024b 
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very large or large extent, compared to 13 per cent who have considered the 
information to be correct or credible to a small or very small extent. At the same time, 
there are significant differences between younger and older target groups in terms of 
their confidence about the truth value of AI-generated content. The younger share of the 
population uses AI the most and has the greatest confidence that the information is 
accurate and credible. Many in this group also find it easy to assess whether the 
information they find online is true or false. 38 Older age groups are more concerned 
that AI is making it more difficult to distinguish true information from false information 
online. Among those over age 35, 81 per cent are either very worried or somewhat 
worried, compared to 62 per cent of younger people. This may be related to the fact that 
older age groups are less familiar with new digital tools, use AI services to a lesser 
extent, and have greater concerns about AI.39 

There are also signs that AI tools are becoming more important as a source of 
information. Kantar’s survey of media trends among young people indicates that the use 
of traditional search engines such as Google is declining among young people, and that 
many in this age group prefer services such as ChatGPT, as well as TikTok, as sources of 
information.40  

2.3.4 The role of media in election campaigns 

Editor-controlled media plays a key role in democracy, particularly in connection with 
elections, by being a credible and quality-assured source of information for the 
population and by conducting critical journalism and providing an arena for debate. 
Election research has shown that Norwegians are major consumers of news from editor-
controlled media during election campaigns, and that the proportion of people who 
receive daily news about the election increases in the run-up to election day, even 
among the least politically interested.41 In the parliamentary election survey for the 2021 
parliamentary election, it was found that most voters had read, seen or heard news 
about politics and societal issues from NRK TV. Local newspapers and radio also reach 
many people. The use of Facebook as a news source remained stable from the 2017 

 

38 Ibid.  

39 Ibid.  

40 Hofsrud, 2024 

41 Haugsgjerd and Karlsen, 2022 
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parliamentary election to 2021, with around 20 per cent stating that they used it as a 
source of daily news.42  

Local election surveys conducted in connection with each municipal and county council 
election also show that voters use local, regional and national media to acquire news 
about the election. At the same time, there are certain differences between groups in 
society. The use of editor-controlled media increases the higher the voter’s education, 
while there is no similar effect for the use of social media. In 2019, it was found that 
social media is more important for younger people and for women than for other 
groups.43  

2.4 Democracy and trust 
Norway is a solid, well-functioning and stable democracy. This is underpinned by the fact 
that Norway has long been at the top of various global democracy surveys, such as The 
Economist Democracy Index44 and Varieties of Democracy45.  

The Report on the status of Norwegian Democracy, conducted by researchers at the 
University of Oslo, also concludes that Norway is one of the world’s most democratic 
countries. Norwegian democracy generally holds a high standard across the various 
dimensions analysed, but there is also room for improvement.46 Researchers behind the 
Report on the status of Norwegian Democracy surveyed more than 100 experts on 
Norwegian politics and democracy. They find that Norwegian democracy is probably 
quite resilient in the face of what is referred to as “authoritarian challenges”. However, 
this does not mean that Norwegian democracy is immune to democratic decline. Among 
the challenges highlighted in the survey is that citizens believe there to be a widespread 
abuse of power and corruption. The Norwegian Citizen Survey 
[Innbyggerundersøkelsen], conducted by the Norwegian Agency for Public and Financial 
Management (DFØ), also reveals a decline in confidence that parliamentary politicians 
work for the good of the people, as well as an increase in the proportion responding 

 

42 Haugsgjerd, Karlsen and Aalberg, 2023; Kalsnes and Ihlebæk, 2021 

43 Karlsen and Steen-Johansen, 2021 

44 Economist Intelligence, 2024 

45 V-Dem Institute, 2024 

46 Knutsen et al., 2023 
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that they believe corruption occurs in the central government and in municipalities.47 
Another area noted by the Report on the status of Norwegian Democracy is an apparent 
increase in threats towards and harassment of politicians. As a consequence, politicians 
may self-censor themselves by declining to participate in debates on certain topics or by 
withdrawing from politics. A skewed distribution of political influence is also noted at the 
group level.  

The high level of trust has been cited as a factor in explaining why Norwegian 
democracy is strong. By international standards, Norwegians have a high level of trust in 
one another and in the media, the authorities and political actors at both the national 
and local levels. However, trust is not evenly distributed in society. In one study on trust 
in local politics, researchers found that groups that can be considered “politically 
resourceful”, basically middle-aged, working people with a higher education, tend to 
have the highest trust in local political actors and institutions. The same study also 
found that there was a greater decline in trust in the groups that initially had lower 
political trust, which may indicate increasing differences in trust.48 There are also 
differences with respect to confidence in elections themselves, particularly between 
those who vote and those who do not. In the 2023 Election Survey, voters were asked 
whether they trusted that the election had been conducted correctly, and could answer 
on a scale from 0 to 10, where 10 meant that the voter fully trusted that the election had 
been conducted correctly. The survey found that more than half of those who voted in 
2023 responded that they had full confidence that the election had been conducted 
correctly, i.e. they responded with the highest possible score. Although the majority of 
those who did not vote also answered that they had confidence, 17 per cent of these 
placed themselves in the middle category, compared to 6 per cent of the group who did 
vote.49 

Although Norwegian democracy is considered fairly resistant to authoritarian forces, 
there are nevertheless certain trends that highlight vulnerabilities in this area. Surveys 
conducted among Norwegian grade 9 pupils have shown that Norwegian pupils are less 
likely to recognise threats to democracy when presented with them, than pupils in 
corresponding grades in Sweden and Denmark.50 In an as yet unpublished study cited in 

 

47 The Norwegian Agency for Public and Financial Management (DFØ), 2024 
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an article in the newspaper VG, Norwegian researchers noted that undemocratic 
conduct by politicians is punished by Norwegian voters, but to a lesser extent than one 
might have hoped. In other words, attitudes to specific issues are given greater weight 
than whether candidates conduct themselves in accordance with democratic principles. 
The propensity to tolerate undemocratic conduct by politicians appears to be highest in 
the youngest voter group (ages 18-29).51 

Freedom of expression is a prerequisite for democracy. In 2022, the Norwegian 
Commission for Freedom of Expression determined that freedom of expression is 
strong in Norway. They also concluded that the internet has strengthened the freedom 
of expression. Nevertheless, they mentioned a number of challenges, including a digital 
public sphere controlled by global technology platforms and an increasing risk of 
misinformation and disinformation.52 The Norwegian Human Rights Institution and the 
Norwegian Board of Technology have in furthermore pointed out that the emergence of 
generative AI reinforces the Norwegian Commission for Freedom of Expression’s 
analysis of the negative effects of the new digital public sphere.53 

2.5 Norway’s digital infrastructure 
The digital infrastructure in Norway consists of a foundation of functions that ensure the 
distribution of information. Behind social media and other applications and platforms 
that provide access to content, there is a physical layer consisting of cables, servers, and 
hubs that are managed by algorithms and other protocols for data traffic. Fibre optic 
cables that lead under water and over land connect Norway to the rest of the world and 
enable communication between different parts of the country. 

The resilience of these infrastructure value chains is essential for maintaining a robust 
communications infrastructure. Currently, Norway has relatively good redundancy and 
transparency in its cable and hub infrastructure through public ownership, but around 
half of the fibre infrastructure in Norway is owned by foreign actors. Intermediate 
storage networks and cloud services are almost entirely dominated by US technology 

 

51 Dahlum, Langsæther and Wig, 2024 

52 Official Norwegian Report (NOU) 2022: 9 

53 The Norwegian Human Rights Institution and the Norwegian Board of Technology, 
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companies.54 The data centre industry is growing rapidly, and in recent years, several 
Norwegian actors have been acquired by foreign investment companies.  

Several of the actors in this basic structure also operate at the platform level, such as 
Google and Meta. The power of the digital infrastructure lies with US technology 
companies. The physical and platform infrastructure is crucial for distributing 
information and for the population’s ability to communicate, seek information and 
participate in democracy.   

AI plays an important role in the way that data is managed within the digital 
infrastructure. Cloud services and storage networks move data around their global 
networks based on automated analyses of price, traffic, and capacity. More than half of 
ordinary communications data such as searches, emails, and website visits cross 
borders and leave Norway.55 Once data crosses international borders, this triggers 
digital surveillance. Data protocols that manage the flow of data in the digital 
infrastructure are therefore an expression of how AI, beyond generative AI, helps shape 
the flow of information in society and thus have consequences for democracy. 

2.6 Legislation and regulation of AI 
We do not currently have a specific AI Act in Norway, although there is existing 
legislation that can contribute to setting certain limits for AI. EU legislation that is also 
relevant for EEA will also be implemented in Norway and become enshrined in 
Norwegian law. There are also other international agreements and initiatives, e.g. 
through the Council of Europe and the OECD. This is an ever-changing landscape with 
significant ongoing legislative efforts. In the following, we will discuss important EU 
legislation.  

Digital Services Act (DSA) 

The DSA will help strengthen the internal market by modernising and clarifying the 
obligations of online platforms when removing illegal content, and it addresses new 
issues that have emerged in connection with the platform economy. The Act will thus 
replace current practices whereby platform owners themselves determine tolerable 
content. These rules will provide greater democratic control and oversight of the 
platforms, and reduce the risk of manipulation and illegal content, where the goal is to 
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ensure a safer internet for consumers, with more open, transparent and trustworthy 
platforms.56 

DSA does not regulate what constitutes lawful and unlawful speech. This is done 
through the legislation of member states, and misinformation and disinformation are 
protected by the freedom of expression. 

The Commission is authorised, through the DSA, to supervise very large online 
platforms (VLOP) or very large online search engines (VLOSE). This applies to companies 
that reach more than 10 per cent of the EU population. There is an annual minimum 
requirement for VLOPs and VLOSEs to conduct an independent audit, and to identify, 
analyse, and assess risks associated with platform use. The latter requirement entails, 
among other things, a risk assessment focusing on the risk to the public debate and 
election processes. In addition, there must be supervision by a national coordinator and 
appointed supervisors, and transparency reports must be shared.  

The national coordinators and the Commission will work together through the European 
Board for Digital Services (EBDS), acting as an advisory body. In 2024, EBDS chose to 
prioritise measures against the unwanted influence in elections.57   

The Code of Practice on Disinformation 

The Code of Practice on Disinformation is a tool provided by the European Commission, 
established in 2018 and revised in 2022. The 44 signatories have committed to limiting 
disinformation by supporting commitments and taking actions of relevance to their 
areas of operation. Signatories include actors involved in platform services, advertising, 
fact-checking, civil society, research, and others.58 

The EU Artificial Intelligence Act (AI Act) 

The AI Act is a legal framework for the regulation of AI. It entered into force on 1 August 
2024 and will be implemented over a period of 24 months. Through the EEA Agreement, 
the AI Act will be enshrined in Norwegian law. It will therefore provide guidelines for 
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how Norway should be supervising AI.59 The background for the legislation is to ensure 
safe, reliable and human-centred AI.60 

The AI Act is based on different applications of AI technologies, categorised into risk 
categories. This means that the higher the risk posed by the use of AI, the more strictly 
its use should be regulated.61 Some applications of AI are prohibited, such as influence 
techniques to manipulate people’s subconscious and behaviour, systems that exploit 
human vulnerability related to age or physical or mental disabilities, systems used by 
governments to evaluate or classify people’s trustworthiness and, with certain 
exceptions, the use of identification systems in public places that utilise biometric 
identity markers. Applications of AI in the high risk category must be regulated with 
requirements related to risk management, data management, technical documentation, 
human supervision and more. In addition, there is a transparency requirement that 
involves the labelling of AI-generated content such as deepfakes and manipulated 
images.  

The AI Act applies to: 

- Suppliers that deliver AI tools or market AI tools or basic models. 
- Users of AI tools established or located in the EU. 
- Suppliers and users outside the EU, if their AI tools are used within the EU. 
- Importers and distributors of AI tools. 
- Product manufacturers that integrate AI tools in/with their products under their 

own name or brand. 
- Authorised representatives in the EU for suppliers not established in the EU. 
- Individuals in the EU affected by these AI tools.62 

The European Media Freedom Act 

EMFA by the European Parliament and the European Council was adopted on 11 April 
2024 and entered into force on 7 May 2024. The Act will be implemented in Norwegian 
law through the EEA Agreement. Among other things, EMFA aims to ensure media 
pluralism and independence, and it sets requirements for providers, actors, and 

 

59 Baste, Schultz and Osberg, 2023 

60 Ministry of Digitalisation and Public Governance, 2021 

61 Ibid.  

62 The Norwegian Digitalisation Agency, n.d. 
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member states operating in the media market. For example, the Act includes 
requirements for editorial independence, protection of journalistic sources, editorial 
independence for public service broadcasters and transparency of ownership in media 
companies. It also contains provisions to protect editor-controlled media from the 
unauthorised removal of content on the major online platforms. A technical and 
practical advisory body will also be established to strengthen cooperation between 
regulatory authorities in the media field.63  
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3 What impact could AI have on elections? 
The Expert Group adopts a broad understanding of elections that encompasses more 
than the practical conduct of elections, and includes the election campaign and the post-
election period when the election results are published and discussed.  

In its work, the Expert Group has followed three main areas where we believe AI may 
have an impact on elections and democracy. In these areas, we believe there is 
particular cause to be vigilant and prepared to avoid negative consequences for 
elections and democracy: 

- The information and media landscape 
- Covert election influence 
- The election process and cybersecurity 

The primary areas are inspired by the tripartite approach used by The Alan Turing 
Institute in its reports AI-enabled influence on elections, which recognises that AI can be 
used to influence individuals, pollute the information landscape and affect the conduct 
and infrastructure of elections. 64  

These primary areas are not entirely separate and should be viewed in context. For 
example, an influence operation may also include cyberattacks or be aimed at 
amplifying conflicts or changing how the information landscape functions  

We summarise the main areas and their potential impact in Table 3.1. 
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Table 3.1 The main areas used by the Expert Group as a starting 
point and examples of changes and significance 

Areas where AI may 
be of importance 

Examples of changes What is its significance 

The information and 
media landscape 

- AI-generated texts, images, 
video and audio 
- AI misinformation and bias 
- Increased fragmentation of 
the media landscape 
- More difficult to 
distinguish truth from 
falsehood 

- Voting 
- Trust in information channels 
- Trust that others are 
informed 
- Access to credible 
information 
- Dependence on technology 
companies 
- Public dialogue 

Covert election 
influence 

- Amplification of 
disinformation and 
manipulation 
- A growing number of 
threat actors 

- Trust in political institutions 
and elections 
- Attitudes and emotions 
- Voting 

The election process 
and cybersecurity 

- Increase in the possibility 
of cyber-attacks and 
sabotage 

- The election process 
- Confidence in the electoral 
system, the conduct of 
elections and election results 

 

3.1 The information and media landscape 
A well-functioning information and media landscape with strong editor-controlled media 
ensures that voters receive quality-assured and credible information and that there is a 
critical spotlight on issues, parties and candidates, as well as a fact-based public debate 
that provides voters with an informed basis for casting their vote. A diverse media 
landscape contributes to broad inclusion and representation of different views.  

The information and media landscape has already undergone major changes due to 
both technological developments that have moved content and readers from paper to 
the web and new formats, and the fact that social media have become more important 
news platforms. This has positive aspects, as it provides people with greater access to 
information and networks. However, it also has negative aspects, such as an increasing 
fragmentation of the public discourse and an increased concentration of power among 
some large international platform and technology companies and individuals, such as X-
owner Elon Musk, other owners and influencers.  
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“Traditional” AI, in the form of algorithms, has long been a fundamental part of how 
social media works. This has contributed to changes in the information landscape by 
enabling individual users to receive search results, news, and content based on their 
own interests and interests of similar users. Algorithm-driven logic can also result in 
greater exposure to misinformation and disinformation. 

Generative AI reinforces all these tendencies. Such tools contribute to new ways of 
producing, distributing, systematising and analysing information, and can lead to 
changes in where and how voters acquire information. 

Generated content can appear in a variety of formats, such as text, audio, images and 
video, making it possible to produce realistic but still fake content more efficiently and 
with fewer resources. Much of the use will be unproblematic, although some may have 
the potential to confuse and mislead while still remaining within the bounds of freedom 
of expression. Artificially generated misinformation can become so widespread that it 
undermines confidence in information in general, thereby contributing to the 
displacement of credible information. This type of content can, for example, be used to 
mislead or confuse voters about issues and the election process, undermine political 
opponents, enhance the emotional engagement of voters, or to generate texts for social 
media and websites. Like other misinformation and disinformation, such content is 
primarily spread through social platforms. 

The big breakthrough for generative AI arrived with chatbots, particularly ChatGPT in 
November 2022. Since then, other companies have released their own chatbots. 
Although the most commonly used chatbots are the general bots used by major 
companies, there are also more specialised variants that have been trained on limited 
material to answer questions on a specific topic. Since chatbots provide quick and 
customised answers, many users choose to use these tools to find information instead 
of traditional search engines.65 This shift could be problematic if the language models 
generate incorrect information about elections, candidates and parties, known as AI 
hallucinations. Language models can also have intentional or unintentional political 
biases that are not known to the user, due to the data the model has been trained on. 
The use of chatbots as a source of information means that the information can be 
increasingly personalised. The information provided will vary and may not necessarily be 
available to the general public. Search engines have also begun to include AI-generated 
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summaries in search results, such as Google’s AI Overview. This gives users an AI-
generated response instead of referring them to sources. 

Chatbots, bot avatars and similar AI-driven services can make a positive contribution to 
the dissemination of relevant information, particularly through multilingual accessibility 
and the universal design of documents for users with visual and hearing impairments. 
However, such technology can present challenges for electoral authorities at both the 
local and national levels, as they are tasked with ensuring that voters are correctly 
informed. There are several examples of chatbots providing incorrect information about 
elections, which we will return to in Chapters 4 and 5. 

AI has already had an impact on the media landscape, both in terms of how editor-run 
media work and their role in society. The media have actively used AI in certain areas, 
such as for summaries and in their internal work on research, transcriptions, 
translations, and text structure. At the same time, the increased prevalence of AI-
generated content also means that the media must be more vigilant to avoid being 
deceived by such content, and they must use more resources to verify content to 
prevent the publication of inaccurate information. Several have also tried more 
experimental uses of AI to engage users in new ways. In connection with the US 
presidential election, for example, the Norwegian newspaper VG had an election chat, 
and the television station TV 2 had an AI avatar where users could ask questions and get 
answers from what appeared to be news anchor Kjetil H. Dale. Editor-controlled media’s 
use of AI is based on press ethics, where the editor is the guarantor of the content’s 
credibility. Norwegian editor-controlled media display a high level of awareness and 
openness about its use of AI and have guidelines in place for AI use.  

The media in Norway are given a special framework to support the freedom of 
expression and public discourse, thus acting as a counterweight to the potential 
negative effects these developments may have on the election process in Norway. The 
tools used to safeguard editorially controlled media in the face of disinformation, 
influence operations and the disappearance of younger users should reflect these 
changes and aim to strengthen the ability of editorially controlled media to compete and 
innovate in technological developments. 

The potential consequences of AI-based deepfakes, misinformation, and chatbots are 
serious. It makes it more difficult to distinguish between real and fake content, which 
undermines trust in the information landscape. 66 These changes mean that fewer 
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people are exposed to the same content and information, resulting in a more confusing 
information and media landscape. Overall, the changes discussed above show that the 
consequences not only have the potential to affect the election process, but the 
democratic system as a whole.  

3.2 Covert election influence 
AI can create new opportunities for influencing and manipulating both individuals and 
groups in society. This applies both to the political influence that is a natural part of an 
election campaign, but also to covert influence, which is the second main area the 
Expert Group has studied. See section 1.5 for the Expert Group’s definitions of 
unwanted influence. 

Accessible and affordable AI tools can lower the bar for conducting influence operations. 
Not only can it amplify the power of established threat actors, but it can also lead to new 
and additional threat actors entering the field. These may include both foreign state and 
non-state actors and might even open up for attempts at covert election interference 
from Norwegian actors operating alone or in collaboration with other actors. One 
example of foreign actors working together in this manner with domestic actors was the 
dramatic presidential election in Romania held in December 2024, which is discussed in 
more detail in section 4.1. The Expert Group emphasises that there is a clear principle 
distinction in between how to counter foreign actors as opposed to domestic actors. 
Measures and initiatives must not be permitted to restrict Norwegian citizens’ freedom 
of expression. 

Covert election influence is not limited to individual events surrounding election day. As 
the European External Action Service (EEAS) has pointed out, a coordinated influence 
operation will often take place over a longer period, from long before the election to 
after it has taken place, and it will have different phases with different intensities of 
activity.67 The Alan Turing Institute notes that there are different stages of an election 
process and that threat actors have different objectives for their influence at the 
different stages:68 

- Before voting begins: The focus of influence operations is on undermining the 
reputation of specific candidates or swaying voters’ views on particular issues. 

 

67 EEAS, 2024 

68 Stockwell, Hughes, Swatton and Bishop, 2024 
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- During the voting period: The focus is on disrupting and overloading the 
information space and causing voters confusion on particular issues related to 
the campaign or election. 

- After the election: The focus is on undermining confidence in the election results, 
for example by creating the impression of electoral fraud, which in turn can lead 
to a more long-term decline in confidence in the democratic processes. 

The Expert Group will emphasise three ways in which AI can be used that may pose 
particular threats in this context:  

1. Fake users and websites: Threat actors can use AI to generate various forms of 
misleading content more effectively than before. Reducing linguistic and, to some 
extent, cultural barriers. Operating bots and botnets more efficiently. Create and 
manage fake profiles and fake websites more quickly. There are a number of 
examples where threat actors have used AI tools to create fake websites that either 
mimic editor-controlled media with high credibility or pretend to be new online 
newspapers or websites for (non-existent) research institutes or similar.69 These 
sites are used to disseminate content where the intent is to exert influence by 
spreading narratives that the threat actor believes will be of benefit through 
channels that are intended to appear credible and authentic (see Box 3.1 for a 
discussion of the Doppelganger operation). This can potentially make it harder to 
detect inauthentic behaviour on social media, as it is less resource-intensive to vary 
both the language and expression. With AI, activities of this type can also automate 
the creation and content production of such fake users and websites. 
 

 

69 OpenAI, 2024 
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2. Increased personalisation: A threat actor may use AI as part of an influence operation 
to influence voter attitudes, opinions, and perceptions. This may include the spread 
of different types of AI-generated disinformation that is more or less tailored to 
different groups. By targeting content, it is also possible to tailor messages to the 
recipient based on, for instance, characteristics such as age, gender, place of 
residence and other personal aspects based on data the actor has access to. By 
utilising such opportunities, threat actors can target voters more precisely in order 
to, e.g. convince them to vote differently than they otherwise would, or to abstain 
from voting. The same techniques can be used more broadly to influence the 
agenda and debate surrounding an election to highlight particular issues, such as 
those that may be particularly polarising or that can contribute to reducing trust in 
society. 
 

3. Content overflow: A threat actor can also take advantage of the opportunities 
provided by AI to create an overflow of AI-generated content, which may include 
fake news, manipulated videos, manipulated voices and other forms of 
disinformation. If such disinformation floods various platforms and websites, this 
could result in a general distrust of the news and other available information. Even 
more serious is the risk that citizens will no longer trust that others in society are 
sufficiently informed. Trust in other citizens to make informed choices is crucial to a 
functioning democracy, but in an information landscape characterised by 
disinformation, such trust can deteriorate.  
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Box 3.1 The Doppelganger operation 

The Doppelganger operation is an illustrative example of how Russian influence 
networks function. This operation has targeted many countries since 2022, with a 
particular focus on undermining support for Ukraine and contributing to division 
within countries that support Ukraine. A key part of the operation has been to create 
fake websites. These websites have, among other things, been clones of recognised 
media and government websites, and they have created websites that promote anti-
Ukrainian and pro-Russian content.  

Source: EU DisinfoLab, 2024 

3.3 The election process and cybersecurity 

The third main area used by the Expert Group as a starting point involves the 
significance of AI for the election process itself and for cybersecurity in connection with 
elections. Election security has been given increasing attention, and there are a variety 
of ways in which AI can play a role in this work as well. Threat actors or malicious actors 
can use AI to carry out destructive activities more quickly, on a larger scale and with 
fewer resources.  

For instance, AI can be used to compromise and manipulate electronic systems used in 
elections or create chaos through cyberattacks or cyber operations. This may hinder or 
disrupt the election process itself and create uncertainty about the election results. Such 
incidents can have an impact in terms of weakened confidence in the integrity of 
elections and the legitimacy of democratic processes, regardless of whether the attacks 
actually succeed in inflicting actual harm or making changes to systems.  

One example is phishing campaigns, where actors may attempt to defraud or gain 
access to systems or information, typically by trying to get individuals, such as people 
associated with election authorities or politicians, to provide information or get them to 
open links. Using AI tools such as language modelling and voice cloning, threat actors 
can carry out targeted cyber operations who appear more trustworthy against 
individuals. AI tools can also be used in large-scale campaigns aimed at disrupting 
voting, such as through distributed denial-of-service attacks (DDoS), malware 
placements, automated phone calls or by making election threats.   

AI also provides new tools that can be used for programming and reviewing code. There 
are clear opportunities here to utilise such tools to facilitate and streamline work on the 
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development of electronic solutions. Code reviews can be useful for uncovering 
vulnerabilities in electronic solutions, and the European External Action Service has 
pointed out that “[t]he explosive growth and availability of AI tools may even hold more 
benefits for defenders than attackers”.70 Yet there is also a potential for abuse. The 
Norwegian National Security Authority (NSM) notes that threat actors are conducting 
more thorough reconnaissance attacks to learn how to extract the information they are 
after, and that new tools make it possible for threat actors with less technical expertise 
to penetrate systems that should be protected. 
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4 Lessons learnt from elections conducted in 2024  
A key part of the Expert Group’s mandate has been to map the experiences of other 
countries that conducted elections in 2024. This mapping includes what the countries 
have done in advance of the election to prepare for the possibility that AI would be used 
in an unwanted fashion, whether there have been incidents in connection with the 
election that involved the use of AI and how these incidents were managed, as well as 
whether AI was believed to have had any impact on the conduct or outcome of the 
election. 

The mapping is based on information gathered in three different ways. Firstly, through 
the study visits the Expert Group made to Finland, the United Kingdom, Belgium and the 
United States. Secondly, information was based on input from Norwegian foreign 
missions. In August, all embassies and permanent missions/delegations received a 
request from the Ministry of Foreign Affairs on behalf of the Expert Group, asking them 
to provide information about AI and elections in their respective countries. The foreign 
missions that sent briefings are listed in Appendix 1. Thirdly, the survey is based on 
public reports from research institutions, technology companies and think tanks, as well 
as media reports. 

The Expert Group has placed particular emphasis on the major elections in Europe and 
the United States in 2024, as these are elections that are held in countries with long-held 
democratic traditions where the experiences may be more relevant in a Norwegian 
context. The following chapter therefore summarises key elections investigated by the 
Expert Group, as well as certain interesting findings and examples from other countries. 
Near the end of the Expert Group’s work period, elections were held in Romania, which 
would prove to be the most dramatic example in 2024. Only elections held in 2024 are 
discussed here, so the much-discussed election in Slovakia is not mentioned here, nor 
will we discuss the elections in Argentina or Nigeria, as these were all held in 2023. 

The Expert Group adds that there could be other incidents that were not identified in 
this mapping, and we do not intend to describe all incidents in connection with elections 
where AI has played a role. The focus of the following chapter is to highlight some 
experiences from different countries and how they have approached this new challenge, 
and to present a few illustrative examples. 

In February 2024, a number of technology companies, in their preparation for the 2024 
election year, joined forces in an agreement to combat fake news and track down AI-
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generated political content. This initiative is known as the Munich Tech Accord.71 
Through this agreement, companies including Microsoft, Google, Meta, TikTok, Snap, 
OpenAI, and X, among others, signed on to work to prevent harmful AI-generated 
content that could mislead voters. 

4.1 Romania 
The first round of the Romanian presidential election was held on 24 November, but the 
election results were annulled shortly before the second round was due to be held.72 
The annulment followed accusations of widespread foreign influence, which allegedly 
originated in Russia. Russia has denied conducting influence operations targeting the 
Romanian election.73 This influence is said to have been done through the promotion of 
Russian-friendly candidates who are sceptical of NATO. The fact that the campaign, 
shortly before the election, contributed to the extreme, rather unknown presidential 
candidate Călin Georgescu who suddenly emerged as the winner of the first round of 
voting drew a great deal of attention.  

Much is still unknown about the events in Romania, including the use and scope of AI. 
The Expert Group believes this election stands out as the most dramatic example from 
2024, with allegations of influence operations that combined cyberattacks, social media 
disinformation and the exploitation of algorithms to maximise spread. The events 
during the Romanian election illustrate how the three main areas identified by the 
Expert Group in Chapter 3, information and media landscape, covert election 
interference and cybersecurity, can interact to amplify threats to democratic elections.  

Georgescu’s campaign gained momentum on TikTok just before the first round of 
voting. According to the Digital Forensic Research Lab (DFRLab), part of the NGO Atlantic 
Council, there was a 2.541 per cent increase in the number of TikTok followers, as well 
as a substantial increase in the number of likes, comments, and shares. In total, they 
estimate that he had a total of 1.4 billion views on TikTok globally.74 Telegram was used 
to coordinate the campaign. 

 

71 Munich Security Conference, 2024 

72 The Constitutional Court of Romania, 2024 

73 Reuters, 2024 

74 Olari, 2024 
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To promote the candidate, the actor exploited a loophole in TikTok’s rules against 
political advertising in that influencers were paid to share content that helped increase 
Georgescu’s visibility, even though they did not necessarily mention him by name.75 
These influencers did not disclose their ties to the candidate. In addition to TikTok, 
shortcomings have also been identified in Meta’s moderation of political advertising in 
connection with the Romanian elections.76 

Romanian authorities asked TikTok to take down Georgescu-related content four days 
before the first round of the election, as the content was not in line with campaign 
finance transparency legislation. TikTok claimed they had blocked Romanian users from 
these records. However, the documentation shows that Romanian users continued to 
have access, even on election day, which is a violation of the Election Act. This 
differential treatment increased Georgescu’s exposure at the expense of other 
candidates.  

In the aftermath of the election, the EU opened a case against TikTok based on the 
events of the Romanian election.77 

In addition to the use of social media, Romanian election IT systems were subjected to 
powerful attacks. Their intelligence services identified 85,000 cyberattacks against the 
Romanian IT system for the election. The aim was probably to gain access to data, 
change content and subjugate the system. The attacks continued for several days, 
including election day and the following day. The attacks came from 33 different 
countries, and it is difficult to attribute the attempts at influence to one specific actor.  

Login credentials to Romanian election websites were posted on an illegal Russian cyber 
platform, as well as on a private Telegram channel known for spreading stolen data 
from state actors.  

The Expert Group would like to emphasise that investigations into what happened in 
connection with the Romanian election are still ongoing and that new information may 
have emerged since the report was written. Although it is unclear to what extent AI was 
part of the picture in Romania, the events are illustrative of how influencing choices can 
take place, for example, by using algorithm-driven social media. 

 

75 Tray, 2024 

76 CheckFirst, 2024 
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4.2 Finland 
Finland held presidential elections on 28 January (first round) and 11 February (second 
round). As a Nordic country, Finland shares many similarities with Norway, including an 
extensive welfare state, a relatively high level of trust and a pluralistic media landscape 
with strong editorial control. At the same time, Finland has a geopolitical situation that 
differs from that of Norway. Finland shares a long border with Russia and did not join 
NATO until 2023.  

The Expert Group visited Finland in the autumn of 2024 and met with various actors to 
gain an impression of the election. The clear impression is that (generative) AI did not 
play a major role in the presidential election. 

4.2.1 Pre-election preparations in Finland 

The Expert Group does not have the impression that AI in itself was a major part of the 
Finnish authorities’ pre-election preparations, but that it was part of the overall efforts to 
secure elections. In this work, cooperation between various actors was particularly 
highlighted, and a cross-sectoral working group has been established to work on 
security in elections.  

The election authorities emphasised that their role is not to classify real or fake news, 
but to ensure the provision of clear and correct information about how the election is 
conducted, and to be available to answer questions about this. In the event that the 
public technical solution reporting election results to the press and public should 
collapse as a result of attacks or technical problems, there is a backup solution located 
in another environment. One important aspect of the Finnish preparations was that this 
fallback solution should have a similar design to the original in order to avoid 
speculation or mistrust, as was noted in Sweden during their elections in 2018. At that 
time, the Swedish Election Authority’s website was subjected to a data overload attack 
that led to allegations of electoral fraud as there were clear differences in the number of 
votes of certain parties when the site was back up compared to before it was taken 
down.78 

4.2.2 Events and lessons learnt from the election in Finland 

Finnish voters can request a recount of their votes. There has been an increase in the 
number of people wishing to do this, but it is not possible to determine whether this 
increase is due to less confidence or other factors. The fact that all voting is done on 
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paper was emphasised as a strength in this respect, because it ensures that counting 
can take place in a transparent and generally unambiguous manner. 

Although Finland has strong media that reaches a wide audience, social media has also 
become more important in the election campaign and as an arena for political 
discussion. In the Expert Group’s meetings with Finnish actors, it was emphasised that 
far-right parties were particularly active on social media. They focus on targeting 
younger voter groups who are less likely to follow the news through editor-controlled 
media. A study conducted in connection with the Finnish election took a closer look at 
YouTube’s recommendation algorithms and found an over-representation of right-wing 
recommendations. These recommendations appeared to favour videos related to the 
Finns Party and their candidates in particular, which the researchers believe indicates a 
bias in the algorithm.79  

Events in Finland in connection with the European Parliament elections are discussed in 
section 4.3.2. 

4.3 Elections to the European Parliament  
Elections to the European Parliament were held during 6–9 June 2024 in all 27 EU 
Member States. In practice, the elections to the European Parliament are not one single 
election, as the elections are conducted in each individual country based on election acts 
of each respective country. The EU has only laid down a few general guidelines for how 
representatives should be selected.80  

4.3.1 Preparations for the European Parliament elections 

In the run-up to the election, there was concern about the role AI could play, particularly 
with respect to misinformation and disinformation. The EU has made wide-ranging 
efforts to prepare itself and the individual member states, which extend beyond the 
elections alone. The European Parliament has identified four pillars for these efforts:81 

- Develop policies to strengthen democracy, make it more difficult for threat actors 
to misuse digital platforms and protect journalists and media pluralism. 

- Spread awareness of disinformation and the EU’s preparedness and response. 

 

79 Knuutila, Kuster and Lesplingart, 2024 
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- Develop societal resilience to disinformation through critical media literacy and 
fact-checking. 

- Cooperation with other institutions, national authorities or third parties. 

In addition to measures implemented in connection with the election, there are also 
relevant regulations adopted by the EU through, among other things, the Digital Services 
Act (DSA) and the AI Act, which help ensure that the major technology companies, 
including platform providers and search engines, are subject to active content 
moderation and similar requirements, as discussed in Chapter 2. 

Examples of actions taken by the EU include information on how to ensure free and 
secret elections on the European Parliament’s election website, videos in different 
languages on the techniques used by threat actors to spread disinformation, and a 
toolkit for teachers on how to detect and counter disinformation. The European External 
Action Service (EEAS) has also established its own service that continuously monitors 
and exposes disinformation campaigns, called EUvsDisinfo.eu. This website, which is not 
limited to the European Parliament elections, publishes uncovered influence campaigns 
on an ongoing basis. 

Prior to the election, all party groups in the European Parliament signed an agreement 
(Code of Conduct) in which they agreed to help ensure the ethical and transparent use 
of campaign tools and technology, including AI. Furthermore, the parties signed an 
agreement to refrain from using misleading content, regardless of whether it is AI-
generated, to falsify candidates or other actors during an election. This agreement also 
stipulated that the use of AI-generated content should only be used if it is clearly 
labelled.82 The agreement was voluntary and non-binding, but parties and politicians 
were expected to comply with it out of loyalty. The agreement only covered political 
parties at European level and the national parties that actively signed it. 

The Expert Group does not have a comprehensive overview of measures implemented 
by the individual member states, but is aware that both France83 and Latvia84 have 
introduced laws regulating the use of deepfakes, including in connection with elections. 
However, the Expert Group is not aware of what experience has been gained through 
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the application of such laws, or whether any cases have been brought on the basis of 
these laws. 

4.3.2 Events and experiences from the European Parliament elections 

Based on the Expert Group’s information about the European Parliament elections, 
there is no basis for concluding that AI had as great an impact on the election as many 
had feared. A report from the European Board for Digital Services concludes that 
measures to ensure preparedness and coordination were successful, and that no major 
or systematic cases of disinformation disrupting the election were uncovered.85 The 
European Commission’s preliminary review of known influence operations reported that 
AI had only been used to a minor extent in disinformation campaigns. In the weeks 
leading up to the election, it was found that approximately four per cent of all 
investigated and fact-checked disinformation was AI-generated. Political parties have 
used AI to a limited extent. Yet the experiences gained from the election demonstrates 
both the breadth of applications for this technology and its potential for manipulation.86 

The Alan Turing Institute conducted a survey of incidents where disinformation or 
deepfakes based on AI had gone viral in connection with both the European Parliament 
elections and the French parliamentary elections. Altogether, in these two elections only 
11 such cases were uncovered, far less than many had feared in advance.87 As these 
involved “viral” events, this refers to cases that have spread and received significant 
attention.  

The Expert Group is not aware of election authorities, either at EU level or in individual 
countries, who have utilised AI in their own work in connection with election processes.  

Misinformation from chatbots 

In connection with the election, Democracy Reporting International conducted a survey 
on how four popular chatbots answered questions about the European elections. They 
conclude that none of these appear to be biased towards any of the parties or political 
sides. However, none of them were able to provide accurate information about the 
election process itself, i.e. about when the elections were held or how to vote.88 A test 
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conducted by fact-checkers at Correctiv also found that chatbots provided erroneous 
information about candidates, as well as fabricated sources.89 

 Amplification of negative stories on social media 

In connection with the European Parliament elections, researchers from Finland 
conducted a study of how TikTok presented political information during the pre-election 
period.90 Among users seeking information, search results contained offensive language 
about women and minorities. These were also biased by highlighting almost exclusively 
negative content about certain politicians. The researchers believe that TikTok’s search 
results may have contributed to shaping what those searching for information on this 
platform see, and to maintaining prejudices. Another finding by the same study is that 
content from candidates dealing with controversial issues in domestic politics was more 
likely to be promoted in recommendations, while content on security and nature 
conservation was less likely to be promoted. The labelling of election-related content 
was also inconsistent. 

AI-generated content by the far right 

In the examples of the use of AI-generated content in the election campaign prior to the 
European Parliament elections, far-right parties in particular stand out as having created 
or contributed to the dissemination of fake content.  

In France, the Rassemblement National (National Rally) party shared several AI-generated 
images. Through a campaign they called L’Europe Sans Eux [A Europe without them], AI-
generated images were distributed and used to illustrate issues such as halting 
immigration and hijab use.91 Several far-right parties used AI-generated images as part 
of their campaign strategy.92 

The French website of the European party Identity and Democracy, one of the parties 
that had signed the agreement on the use of AI, also published AI-generated images of 
migrants, which were then shared on the party’s social media channels. The party also 
posted several sponsored posts (advertisements) that consisted of videos with AI-
generated content. One of these claimed that Europe is facing an “alarming migration 
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crisis” and featured nine generated images depicting migrants, the EU flag and EU 
institutions, protests and explosions. According to Meta Ad Library, cited by DFRLab, the 
video had a reach of 29,406 users on Facebook and Instagram.93 

 

Figure 4.1 Examples of AI-generated content from the L’Europe sans 
eux! campaign. The Expert Group’s labelling. 

Source: Schueler et al. 2024 

In Italy, Matteo Salvini, a member of the European Parliament and leader of the Lega 
party, utilised generative AI during this year’s European Parliament elections. Salvini is 
known for his opposition to EU integration. The images were not labelled as AI-
generated and were thus in violation of the European Parliament’s agreement on AI use. 
One of the AI-generated images showed a pregnant person with a beard and the text 
“less Europe”, and on the opposite side a seemingly heteronormative family with two 
children and the text “more Italy”. Among other things, the image was used in a 
Facebook advertisement, which is believed to have cost of EUR 4,500–5,000 with a reach 
of three million users. Salvini also published several similar images, including one 
depicting French President Emmanuel Macron in a military uniform with an EU flag on 
his shoulder.94 
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Figure 4.2 Example of AI-generated content published on Matteo 
Salvini’s Instagram profile. The Expert Group’s labelling.  

Source: Screenshot from Instagram, @matteosalviniofficial 23 May 2024 

Although Salvini and his Lega party were not bound by the agreement signed between 
the parties of the European Parliament, there have been reactions to his use of AI-
generated images. The criticism primarily focuses on the use of AI in political 
communication, their election campaign strategies and the use of AI-generated content 
without sufficient labelling or transparency. Some X users have pointed out that such 
strategies could undermine trust in political messages and reinforce divisions in society. 

In Germany, the Alternative for Germany (AfD) party ran ad campaigns on Facebook 
and Instagram. At least three of these are said to have been manipulated using 



Page 53 of 108 

generative AI. One of the images shows a white woman with visible bodily injuries and 
the text: “the connection between migration and crime has been denied for years”.95  

Fake websites 

Activity in the pro-Russian Doppelganger operation (see discussion in Box 3.1) increased 
during the period leading up to the European elections. This included content about the 
election itself. In the run-up to the election, fake versions of well-known news media 
such as Die Welt, Le Parisien, Polskie Radio and several others were identified.96 OpenAI 
revealed that people associated with the Doppelganger operation used their tools to 
generate comments in different languages for social media, to translate and edit articles 
posted on websites, to generate headlines and to turn stories into Facebook posts.97 

4.4 The United Kingdom   
The United Kingdom held a general election on 4 July 2024. The use of generative AI 
during the election was limited and relatively few examples were registered. 

Despite an increase in digital campaigning since the last election, the impression is that 
political parties in the United Kingdom mainly focused on traditional campaigning 
methods. Editor-controlled media remains strong, but trust in the media is declining. It 
is clear that younger generations are drawn to social media for their news consumption. 

4.4.1 Preparations prior to the election 

As part of the pre-election risk assessment, the UK Electoral Commission (UKEC) invited 
Microsoft, OpenAI and social media actors, among others, to participate in a dialogue, 
where the purpose was to learn how they would organise their work prior to the 
election. However, this dialogue was not formalised. In practice, this means that the 
platforms are largely free to decide whether they wish to accept input. They also have 
the power to define what should be considered disinformation within an electoral 
context. 

The National Cyber Security Centre (NCSC) began its preparations a year before the 
election was held. Preparations included scenario planning, risk analyses, social media 
data scraping, identifying gaps in data systems, and providing guidance and support to 
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political candidates. A set of voter profiles was also identified, which could provide the 
direction for discussions, as well as an indication of how different people respond 
differently to digital content. In addition, NCSC prepared how to deal with hack and leak 
operations, which targeted email systems and user accounts. 

One of the specific focus areas was to strengthen preparedness against targeted 
campaigns aimed at population groups that could effectively share misinformation 
about the election, as well as campaigns that could intentionally reinforce divisions in 
society.  

The actors the Expert Group met with in the United Kingdom also mentioned the 
ongoing efforts to strengthen the population’s critical understanding of the media, 
political expertise and knowledge about election processes. Such expertise was cited as 
particularly important for ensuring that AI-generated content does not spread or lead 
voters to be deceived by fake content or false claims. 

4.4.2 Events and lessons learnt from the UK election 

The Alan Turing Institute found 16 confirmed and viral cases of AI-generated 
disinformation or deepfakes during the UK general election. Among the specific threats 
highlighted by AI are smear campaigns, misleading political advertising, voter targeting, 
parodic and satirical content, AI-generated information sources and misattributions of 
AI.98 

During the UK election, there were several instances of parodic deepfakes that could be 
perceived as genuine. There were also examples of content in the grey area between 
satire and disinformation, such as an AI-generated falsified audio clip of Labour’s prime 
minister candidate Keir Starmer allegedly berating staff. This fake audio clip was quickly 
uncovered before it had spread far and therefore received little attention.  

There were also instances of harassment and smear campaigns targeting politicians. 
Certain female politicians were subjected to smear campaigns in which AI tools were 
used to create pornographic images.99 Deepfakes can have significance even if they 
have been discredited. This also applies to fake audio clips. The Mayor of London, Sadiq 
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Khan, stated that an AI-generated falsified audio clip had been a significant burden for 
him.100 

Far-right activist Tommy Robinson shared an image on X to discredit Keir Starmer and 
Labour, using a generated image to illustrate that the party was no longer on the side of 
the workers.101 

 

Figure 4.3 AI-generated image shared by far-right activist Tommy 
Robinson on X. The Expert Group’s labelling. 

Source: Screenshot of AI-generated image posted on X by @TRobinsonNewEra on 10 
June 2024 

During the Expert Group’s meetings in the United Kingdom, it was noted that chatbots 
had given incorrect answers to questions about the election, for example about ID 
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requirements for voting. The fact that chatbots did not always give correct answers 
about the election is also confirmed by a survey from the Reuters Institute, which shows 
that a significant proportion of chatbot answers were either entirely or partially 
incorrect.102 Several actors also referred to the development of copyright labelling of 
content as an important measure to strengthen the credibility of true information. 

One example of the use of AI by candidates was the stunt by candidate Steve Endacott, 
who introduced himself using an AI avatar called “AI Steve”. People could “chat” with the 
candidate through this avatar about issues that were important to them. On the other 
end, the candidate could use this tool to determine his positions on issues if elected.103 

 

Figure 4.4 Screenshot from the “AI Steve” website. 

Source: www.ai-steve.co.uk 

The United Kingdom has sanctioned Russia-linked networks that are part of the 
Doppelganger operation (described in Box 3.1). The Social Design Agency (SDA), one of 
the sanctioned actors, is behind the production of at least 120 fake websites that mimic 
genuine news sources and government websites, with the aim of misleading users, 
promoting Russian narratives and influencing election processes.104 
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A new challenge highlighted during the Expert Group’s meetings in the United Kingdom 
was the emergence of ad hoc organisations set up to run short-term campaigns. While 
the party organisations themselves are likely to have a high threshold for using AI in 
unethical ways, it is feared that such loosely associated organisations may have a lower 
threshold for AI use.  

4.5 The United States 
The United States held both presidential and congressional elections on 5 November 
2024. At the same time, many elections were held at the state level and for various 
offices at lower levels. Occurrences in the United States show that generative AI had an 
impact on the information landscape and made its way into the political agenda. 
Lessons learnt from the United States also emphasise the importance of ensuring that 
election authorities have the sufficient resources and expertise to deal with the 
challenges associated with AI – and to take advantage of the opportunities it brings. 

Elections in the United States are highly decentralised, with each state having its own 
rules on how elections are conducted. There are major differences with respect to voter 
registration, voting procedures and the resources and expertise of local election 
authorities. At the federal level, the Help America Vote Act (HAVA) set only a few 
minimum standards that states must follow.105 

4.5.1 Preparations prior to the elections 

There are many actors involved in the organisation of US elections and it has not been 
possible to get an overall picture of all preparations made in every state. The Expert 
Group has therefore primarily focused on what has been done at the federal level, as 
well as on some much-discussed measures at the state level. 

The United States Election Assistance Commission (EAC) provides guidance on the 
requirements of the Help America Vote Act. Ahead of this year’s election, the EAC 
prepared information about AI for the electoral authorities as a contribution to expertise 
and awareness at the various levels. As part of their work, they also created an AI toolkit 
for election officials that focused on the importance of AI for communication. It 
contained examples and templates for materials that authorities at different levels could 
use and showed where voters could get quality-assured information about the 
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election.106 Other actors also produced materials for election authorities on AI and 
security.107 

Security authorities such as the Cybersecurity and Infrastructure Security Agency (CISA) 
and the Office of the Director of National Intelligence (ODNI) are responsible for election 
security, including foreign influence. In addition to work done at the intelligence level, 
which is often classified, security authorities also carried out extensive activities aimed 
at key actors in elections at the state level and below to assist them in their security 
efforts leading up to the election.108 

The Expert Group is also aware that exercises were conducted in several states prior to 
the election, where AI was included in some of the training scenarios, both with 
assistance from CISA and from other actors. For example, the non-profit organisation 
Bipartisan Policy Center conducted exercises that brought together personnel from 
state and local election authorities and key actors from other sectors and institutions to 
discuss how election authorities could respond to hypothetical scenarios involving AI 
and elections.109 In Arizona, exercises were carried out with local election workers based 
on scenarios with fake calls where deepfake technology was used to clone voices 
directing polling stations to close early or to deliver ballots to the wrong place.110 

In several states, including California, bills were introduced to ban or regulate the use of 
deepfakes in connection with elections. However, it proved challenging to get such laws 
passed, partly due to strict freedom of speech laws.111  

4.5.2 Events and lessons learnt from the US election 

The United States has a highly polarised information and media landscape along 
political dividing lines and few or no common arenas for the public exchange of 
information and opinions. This means that different sides in politics receive news and 
information about political issues from different sources, and they rarely listen to or 
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trust sources perceived to be from the political opposition. One striking development 
that was also observed during the 2024 election was that the candidates rarely 
appeared in editorial media and instead prioritised other platforms, such as social 
media, YouTube channels and podcasts led by well-known profiles.112  

Several threat actors attempted to influence the US election, including Russia, China, 
and Iran. Although the extent to which such actors have used AI remains unknown, 
several of the actors the Expert Group met with in the United States stated that the 
more traditional methods of influence are still being used and can work well, and rather 
than representing something groundbreaking, AI tends to reinforce existing challenges. 
At the same time, it was emphasised that we are still in the early stages of AI 
development, and that we therefore cannot write it off as a potential major threat in the 
future. 

Examples of incidents 

There were many events in the run-up to the election where AI was utilised. Some of the 
content was particularly characterised by satire or entertainment. However, there were 
also examples of content that indicated a more strategic use of AI tools. In an analysis of 
582 cases of fake content in the presidential election campaign, cited by the Washington 
Post, researchers at Purdue University found that 33 per cent were about Trump, 16 per 
cent about Harris and 16 per cent about Biden. This included content of both a positive 
and negative nature.113 

In the wake of Hurricane Helene, which hit the southeastern coast of the United States 
just weeks before the election, images were shared showing Donald Trump present in 
the affected areas. These images were widely circulated, despite being quickly revealed 
that the images were fake.114 This content helped reinforce emotions and impressions, 
and supported subjective views of reality as one might feel or perceive it to be. This 
indicates that AI can reinforce perceptions even if the recipient understands that the 
content is fake. 
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Figure 4.5 AI-generated image of Donald Trump that circulated in 
connection with Hurricane Helene. The Expert Group’s labelling. 

Source: Screenshot of AI-generated image posted on Facebook by Steve Youell on 30 
September 2024 

AI-generated content was also used to smear candidates. For instance, there were 
several images portraying Kamala Harris as a communist. Kamala Harris’s voice was also 
falsified, and in July Elon Musk shared a fake audio clip of her celebrating Biden’s 
resignation and referring to herself as a “diversity hire”. This audio clip was viewed more 
than 100 million times. 115 
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Figure 4.6 AI-generated image portraying Kamala Harris as a 
communist. The Expert Group’s labelling.  

Source: Screenshot of AI-generated image posted on X by @realDonaldTrump on 18 
August 2024 

During the election campaign, Trump himself also shared fake images that allegedly 
showed that Taylor Swift was supporting him. Among the images shared was one 
depicting Swift as Uncle Sam (a well-known American symbol personifying the United 
States and the US Government), with the caption “Taylor Wants You to Vote for Donald 
Trump”. Other AI-generated images depicted Swift fans wearing t-shirts that read 
“Swifties for Trump.” 116 Swift subsequently publicised her support for Kamala Harris, 
pointing out that the high-profile fake photos made it all the more important for her to 
clarify her actual position.117  
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During the Democratic primary, voters in New Hampshire received automated calls with 
a voice clone of President Joe Biden. In these calls, Biden reportedly asked voters not to 
vote in the primary election in order to save their votes for November.118 These calls 
were quickly revealed as fake, but this AI voice cloning is one example of how AI can be 
used to influence voters. Both the company that offered the platform used for the 
fraudulent calls and one individual have been fined for the incidents.119  

Several fake news websites promoting Russian narratives in the United States have been 
revealed, including one called “D.C. Weekly”.  On the surface, the site might appear to be 
an ordinary news website, but in reality, it has been used to promote Russian narratives, 
partly by spreading false claims about the Ukrainian president’s spending. Researchers 
investigating the site found that language models were being used to paraphrase 
articles from other news sites.120 Even if the stories on such pages do not necessarily 
reach a large audience, they can be picked up and spread further, primarily through 
social media. See Box 3.1 for information about the Doppelganger operation.  

In 2024, it became known that the media company Tenet Media received funding from, 
and was basically controlled by the Russian state-controlled news network RT. Tenet 
Media used influencers who created content for the platform, although the influencers 
themselves were unaware of its Russian connections. Tenet Media produced over two 
thousand videos with more than 16 million views on YouTube. Most of the videos 
supported Russian interests and focused on divisive issues, partly to weaken American 
support for Ukraine. This example shows how state threat actors can pay influencers to 
present a message on their behalf.121  

Another way in which AI played a role in the US election was by using what is known as 
the “liar’s dividend”. This concept describes a situation where someone claims that 
genuine content is AI-generated, often in order to discredit or disclaim responsibility for 
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the content.122 One example was when Trump falsely claimed that photos from Harris’s 
rallies were manipulated to give the impression of a larger audience.123  

4.6 Individual events from other elections 
In addition to the elections referred to above, the Expert Group will in the following 
highlight individual events from other elections that illustrate how AI contributed to 
characterising elections in 2024.  

Parliamentary elections in Croatia 

Croatia held parliamentary elections on 17 April. The election was characterised by 
several instances of AI-generated disinformation, particularly on social media such as 
TikTok and X, where the information was targeted at political actors. 

Generative AI was used during and after the Croatian parliamentary elections in 2024. A 
total of 19 cases of disinformation were identified in a survey conducted by the Adria 
Digital Media Observatory (ADMO).124 In May 2024, 18 of the 19 uncovered cases were 
still accessible and none of them were labelled. These cases were spread via TikTok and 
X, and they could be traced back to private profiles. The disinformation often involved a 
combination of generative AI and ’cheapfake’ technology. The most frequent form of 
disinformation was manipulated audio tracks in videos (16 cases), followed by 
manipulated videos (2 cases), while only one AI-generated image was found.  

The disinformation that was spread primarily concerned the political elite and was, in 
many cases, satirical in nature. ADMO highlights three incidents: 

- A video on Instagram Reels where Prime Minister Andrej Plenković appears to be 
encouraging citizens to buy shares in an oil company co-owned by the Croatian 
government. The video was taken from a genuine press conference, but the 
soundtrack is falsified.  

- Plenković and the Croatian Democratic Union (HDZ) party were parodied in a 
video published by a satirical show presented on X. Through a deepfake video 
using an official HDZ advert with manipulated sound and subtitles, Plenković 
makes statements about HDZ’s dishonesty and corruption and encourages voters 
to smile and vote for them.  
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- In a TikTok video, President Zoran Milanović was portrayed making a fake 
statement about his alleged love of gambling and slot machines. This example 
also utilises a combination of genuine footage from a press conference together 
with fake audio. 

Parliamentary elections in France 

French voters went to the polls in 2024 in two elections: the European Parliament 
elections in June and new elections to the National Assembly with two rounds of voting 
in June and July, respectively. Since the elections were held at more or less the same 
time, it is not necessarily easy to distinguish which election was concerned with which 
issue. Events directly related to the European Parliament elections are discussed in 
section 4.3.2.  

In connection with the election to the National Assembly, fake websites were uncovered 
that most likely originated from Russian influence networks. In June, a website posing as 
the website of President Macron’s party, Renaissance, was uncovered. This fake website 
made false claims that people who voted for the party would receive a reward in the 
amount of EUR 100. The website was promoted through a fake news website using AI-
based language models to create content. In several articles, the prompt (the instruction 
given to the AI tool) that was used was openly available online, which indicated that the 
language model was to rewrite authentic news stories to take a conservative stance 
against Macron’s government. According to DFRLab, the campaign was likely linked to 
the Russian CopyCop operation.125  

State elections in Germany 

In 2024, state elections were held in three German states in September. Several German 
political parties have utilised AI in their communications. In connection with campaigns 
in the states of Saxony and Thuringia in September 2024, the German TV channel ZDF 
conducted a survey on the use of AI in election campaigns.  

The survey showed that nearly all political parties used generative AI, but that there was 
no clear evidence of the systematic use of AI in election campaigns. They found that the 
parties used AI in a number of ways, such as for texts, image editing, analyses and 
generating music for election campaign videos. They also found that the Alternative for 
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Germany (AfD) and Free Democratic Party (FDP) parties have used their own AI-powered 
chatbots on their websites to answer questions about their election manifestos.126 

Presidential election in Moldova  

Moldova held a presidential election in October and at the same time held a referendum 
on the EU. Moldova was subjected to attempts at influence by Russia, which in addition 
to attempts at vote buying and other “traditional” methods, also involved the use of AI. 
Among other things, an extensive use of AI-based bots that posted comments on 
Facebook was uncovered. Deepfakes were also shared by President Maia Sandu, 
including a call to vote for a pro-Russian candidate. Despite a major campaign to 
influence the election, the attempt was considered a failure.127 

Parliamentary elections in Georgia 

Like Moldova, the Georgian parliamentary elections in October were also subject to 
extensive attempts at influence. A report from the NGO International Society for Fair 
Elections and Democracy (ISFED) found that anonymous actors used AI to create 
deepfakes of politicians. TikTok in particular was used to distribute these, which 
included falsified voices of President Salomé Zourabichvili and former Prime Minister 
Giorgi Gakharia, as well as AI-generated images to illustrate what the state of the 
country would be should the former government return after the election.128 

General election in South Korea 

The South Korean general election was held on 10 April 2024. In the run-up to the 
general election, South Korea implemented a number of measures to regulate the use 
of AI and counteract the spread of disinformation. In January 2024, its National 
Assembly passed a ban on AI‐generated deepfakes in political campaigns 90 days before 
elections. The National Electoral Commission (NEC) has established guidelines for clear 
labelling, also outside this 90‐day framework. The NEC has also set up an AI expert 
group, whose main task is to monitor and manage the misuse of AI during election 
processes. 

AI-manipulated content and fake news is a widespread problem in South Korea with 
social media being a major source of the spreading. In March 2024, a deepfake of 
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President Yoon appeared, in which leaders of his party were apparently criticising the 
opposition party. Despite the new restrictions on the use of AI in election campaigns, 
more than 380 offences related to deepfakes were uncovered between January and 
April. Of these, 181 cases were only reported during the last 15 days before the 
parliamentary elections. 

South Korea’s leading search engine, Naver, has implemented stronger monitoring to 
counter new forms of misuse, including AI-generated comments and deepfakes. The 
platform has also introduced features that allow users to report election misinformation 
directly, with a dedicated reporting centre established to streamline communication 
with the NEC.   

General elections in India 

India conducted general elections in different phases from April to June 2024. The 
elections were largely peaceful but also characterised by a changing information 
landscape and the use of new technology. 

Prime Minister Narendra Modi and his party utilised AI themselves in their 
communications. A deepfake of Modi targeting voters at an individual level was shared 
through the messaging service WhatsApp. This was tailored to each recipient with 
personalised messages and in the recipient’s preferred language. Thereby, AI was used 
to personalise information in a new way to reach voter groups in their native 
language.129 

General elections in Pakistan 

Pakistan held general elections in February. The main opposition party, PTI, used AI to 
mobilise voters, mainly to get party leader Imran Khan’s message across. Khan has been 
imprisoned since August 2023, with limited access to journalists, media and the outside 
world. Therefore, the party used generative AI and deepfake technology both during and 
after the election campaign, with voice cloning and a generated video where Khan 
appeared to be speaking, although this was based on notes he was able to send from 
prison.130 
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5 Changes in the challenges facing Norwegian elections 
In this chapter, the Expert Group will assess the significance of AI in a Norwegian 
electoral context. This is done by first assessing which international events from 2024 
may be relevant in a Norwegian context, and then extrapolating and highlighting the 
most significant challenges the Expert Group believes we should be aware of. 

As shown in Chapter 4, there have been a number of incidents involving the use of AI in 
the 2024 election year, although it must be emphasised that generative AI did not 
become the dominant factor as feared at the start of the year. Nevertheless, it is clear, 
both from the meetings held by the Expert Group and from other sources, that we are 
still in an early phase of AI development. It will likely still be some time before the 
technology itself and the actors that use it are able to realise its full potential. 

Box 5.1 Technological developments leading up to the 2025 election 

AI technology is changing rapidly, and so, it appears, is its use. However, we are not yet 
aware of its full potential. In the run-up to the parliamentary election in 2025, the 
possibilities and availability of the technology may increase.  

AI tools will increasingly become part of smartphones’ operating systems. This allows 
for greater use by the general public for both editing and generating text, images, 
audio, and video. 

AI agents, i.e. programmes based on language models that can perform various tasks, 
could become more widespread and help improve the productivity of a number of 
actors, including threat actors. The use of chatbots as information sources may also 
increase. Search engines and social media are expected to become progressively AI-
driven and more of the information landscape will be filtered through AI systems. 

Such changes could increase the impact of AI on elections, increase the prevalence of 
misinformation and disinformation, and enhance the efficiency of influence 
operations. It is natural to expect that actors, both threat actors, as well as parties, 
authorities and individuals, will over time learn to make far more use of the 
technology’s possibilities. 

 

5.1 The information and media landscape 
AI-generated content was not as widespread and significant for the 2024 elections as 
many had feared, but documentation shows that AI has a clear impact on the 
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information and media landscape around elections. It is within this main area that the 
Expert Group believes it will find the most distinct changes in the situation. 

Overall, many of the observed examples of AI-generated content from the last election 
year are of a humorous nature or blatantly false, and clearly within the bounds of 
freedom of expression. Much of the content is not necessarily designed to be 
persuasive. Several examples, such as the fake photos of Trump in connection with 
Hurricane Helene and the fake videos from the Croatian elections, show that the 
primary function of such content is to create impressions and spur emotions in the 
viewer. Thereby, it can help paint a positive or negative picture of a candidate or issue. 
This content has been spread on social media platforms. 

In terms of the wider media landscape, there are different factors pulling in different 
directions. The US incidents in particular are closely linked to the fact that, over time, 
American media have had an increasingly weak position and become far more polarised 
along political lines. Algorithm-driven and engagement-driven social media have become 
increasingly important. These play an increasingly important role in voters’ access to 
information, rendering them more vulnerable to misinformation, disinformation, and 
covert influence campaigns. The example from Romania also shows how social media 
algorithms can be exploited. 

The Norwegian media system, with its independent, editor-controlled and diverse media 
frequently being used by the population, is a good starting point for resilience against 
both the increasing polarisation and fragmentation of society, and against unwanted 
influence by AI-generated content and AI-controlled operations in connection with 
elections. 

In Norway, we have a strong national media system with a high level of trust and, not 
least, with a high coverage of local media. Nevertheless, both in Norway and Europe in 
general, there are clear signs that the role of editorial media is under pressure from 
social media and is changing media habits. This is especially true among young people, 
who are more likely to use social media and AI services, and less likely to use editorial 
media.131 In the face of the challenges posed by AI, it will therefore be crucial to maintain 
the societal role of editor-controlled media and access to quality-assured information, 
especially for new generations.  

Editor-controlled media have become increasingly dependent on social media and AI-
driven algorithms in order to reach young users. They are also gradually being replaced 
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by chatbots and AI searches that are often trained and based on information produced 
by editor-controlled media. If users move from the editor-controlled information sphere 
to AI and algorithm-controlled platforms, the power of the Norwegian media model, and 
people’s use of the media, community arenas and public debate will all be reduced. 

The growing prevalence of AI-generated content will lead to a greater need for 
strengthening critical media literacy and source awareness in the population. There are 
several actors working on fact-checking and developing an awareness and 
understanding of critical media, technology, and AI. In Norway, we have the Norwegian 
Media Authority, Faktisk.no and its education department – Tenk, as well as an initiative 
for a centre for source awareness. One challenge is to ensure that critical media literacy 
programmes reach those who actually have the greatest need and who are most 
exposed to misinformation and disinformation.  

In the following, the Expert Group will highlight specific changes in the challenges facing 
the information and media landscape: 

5.1.1 Increased levels of misinformation and disinformation and reduced trust in 
information 

AI technology is reviving the significance of social media for the information landscape in 
democracies and challenging them in three specific areas. Firstly, the content that users 
are exposed to is governed by algorithms and data on user interests, interactions and 
demographic data, and on what others in their social media network are sharing. This 
means that different users are presented with different content, even when using the 
same platform. Secondly, this way of prioritising content may contribute to an increase 
in the spread of misinformation and disinformation, as there is no quality control. 
Thirdly, generative AI tools provide more opportunities for content production, as well 
as faster distribution through social media.  

Increased prevalence of generated content can make it more difficult to distinguish 
between what is true and false, and contribute to reducing overall trust in information. 
In connection with elections, where there is an enormous need for information about 
the election, issues, parties and candidates, such developments would pose a serious 
challenge.  

Most AI-generated content that is created and distributed is not illegal. However, it can 
be undesirable, particularly if it serves to blur the distinction between truth and 
falsehood and create confusion. Therefore, it may be necessary to be prepared for how 
to accommodate this type of use of AI, without it doing so in a way that reduces freedom 
of expression or the actual opportunities to express oneself. One of the big questions 
that will determine the entire information landscape in the years to come, not only 
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limited to elections, is how to ensure the authenticity of content when we don’t know for 
certain whether text, images, audio, or video are genuine in the first place.  

One development that the Expert Group has noticed is that the attention AI has received 
through the super election year of 2024 may in itself have helped to challenge trust in the 
information landscape. This can happen when attention leads to excessive fear and 
suspicion, so that any and all information is considered uncertain.  

As an extension of this, there were also examples in the US election campaign of claims 
that actual events were fabricated, such as when Donald Trump claimed that photos of 
the crowds at Kamala Harris’s rallies were faked to appear larger than they actually 
were. Claiming that documentation of actual events is fabricated could allow someone 
to shy away from uncomfortable situations. Such examples of the liar’s dividend can 
contribute to confusion and further blurring of the distinction between truth and 
falsehood, and can thus become a problem. 

These trends can challenge democracies by creating a more cluttered information 
landscape, where personalised and rapidly generated content could influence public 
debate, weaken a shared understanding of reality and pave the way for manipulating 
public opinion. 

5.1.2 Changes in sources of information used 

In Norway, the position of editor-controlled media is still strong, but it is important to 
take the shift towards algorithm-driven social media and AI-based chatbots as sources 
of information seriously — also in Norway.  

There are many examples from the 2024 elections that indicate the need for great 
caution when using chatbots as a source of information on election-related issues. Both 
the United Kingdom and European elections had documentation of chatbots providing 
incorrect or inaccurate information to questions about the elections. At the same time, 
chatbots are becoming increasingly widespread as a source of information, and some 
people, especially the younger demographic, are preferring to use chatbots or social 
media rather than traditional search engines.132  
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Figure 5.1 Screenshot showing that ChatGPT gives incorrect 
answers to questions about the date of the 2025 election day. The 
correct date is 8 September. 

Source: Screenshot from ChatGPT 

 

Figure 5.2 Screenshot showing that Snapchat’s MyAI gives incorrect 
answers to questions about the 2025 election day. The correct date 
is 8 September. 

Source: Screenshot from Snapchat’s MyAI 
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In a simple test conducted in connection with the Expert Group’s work, ChatGPT stated 
that the 2025 parliamentary election in Norway will be held on 14 September, i.e., 
almost a week later than the actual election day, which is Monday, 8 September (see 
Figure 5.1). Similarly, Snapchat’s MyAI answered that election day is 13 September, 
which is also incorrect (Figure 5.2). Such errors, if not corrected by other sources, could 
mean that some voters will not have the chance to vote. In several of the countries 
visited by the Expert Group, the role of electoral authorities as providers of accurate and 
verified information about the elections was emphasised. These examples highlight the 
necessity for election authorities to ensure that accurate information about the election 
reaches a wide audience. 

In the future, several actors will likely also offer AI-driven searches, which could add 
filters between users and sources of the information, thereby making the source of the 
information less apparent. 

The media offer voting advice applications during Norwegian elections, and these are 
actively used by many people when making decisions on what party to vote for. In fact, 
50 per cent of voters under the age of 34 mention voting advice applications as an 
important source of information.133 By 2024, the media will have tested different ways of 
using AI in election coverage, and the Expert Group expects to see the emergence of 
voting advice applications that rely on AI to a greater extent than before. The Expert 
Group also expects political parties to test different ways of using AI in their election 
campaigns, such as chatbots that can answer questions about a party’s policies. As with 
any use of new technology in connection with elections, the Expert Group wishes to 
emphasise the importance of thorough testing to ensure that the developed tools 
function as intended. 

5.1.3 Misrepresentation of people and events 

In the public debate on AI and elections, deepfakes in particular have taken centre stage. 
False representations of people or events have also been possible in the past, but this is 
an area where AI has truly opened up opportunities for this to be done quickly and 
without any special expertise or sizeable resources.  

The unethical use of AI for creating such false representations is something the Expert 
Group expects could also occur in Norway. It is not first and foremost the well-
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established parties we expect will use AI in this fashion. In doing so, they would run the 
risk of damage to their reputation and reduced confidence in the party’s ability to 
campaign fairly. The parties in the Norwegian Parliament have already entered into a 
joint agreement where they pledge not to produce, use or disseminate deepfakes with 
fabricated messages from other parties, politicians or social actors.134 The main risk of 
AI-generated content being used in unethical ways is therefore more likely to come from 
other actors who want to highlight a position or party, for example, as short-term 
campaigns from loosely associated or informal groups and organisations, or from 
parties or political networks on the political fringes. 

Certain politicians may be particularly vulnerable to being misrepresented in deepfakes 
as we saw from the examples in the United Kingdom, where female politicians were 
subject to sexualised deepfakes. We do not have any information about similar 
situations in Norway, but surveys on hatred and slander directed at politicians show that 
some are more vulnerable than others.135 In the Expert Group’s opinion, there may be 
reason to be prepared for the eventuality that also these individuals could be exposed 
to smear campaigns made possible by deepfake technology. Others, such as public 
officials, celebrities, and journalists, may also be exposed to false representations that 
could lead to negative consequences. 

In the United States, Taylor Swift’s fabricated endorsement of Trump’s candidacy is a 
good example of how celebrities can also be subject to false representations. In both the 
United States and Norway, there are many examples of celebrities participating in 
political parties’ election campaigns. However, it becomes far more problematic if this 
apparent support is not authentic, as celebrities can be highly influential. Nevertheless, 
we do not consider this to be the primary risk, as the fake use of celebrities is likely to be 
swiftly uncovered. A greater risk is the falsifying of lesser-known individuals, who may 
still have significant influence or importance for the election, but may not be detected as 
easily or quickly.136 One hypothetical example, presented during one of the Expert 
Group’s meetings in the United States, was if the voice of a local election official was 
used in fake phone calls to polling stations, for example with messages to stop the 
voting process. 

 

134 IKT Norge, 2024 

135 See e.g. Brandtzæg et al., 2022 and Ipsos, 2023 

136 Coldewey, 2024 
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In several of the AI examples from 2024, it is clear to most people that the content is not 
real. For example, most people realised that Donald Trump could not have been present 
during the rescue work following Hurricane Helene. However, such obviously false 
images may also have an effect, which indicates that content does not have to be perfect 
or realistic. An effect can be achieved when the content is likely to create impressions 
and emotions in the viewer, or if the content illustrates something the recipients believe 
to be “true”, e.g. that Trump would do more than the Biden administration did to help 
victims, even if this is not really the case. 

5.1.4 Greater dependence on powerful technology companies and platforms 

The shift from editor-controlled media to social media and other technological platforms 
means that we as a society are becoming more dependent on technology companies to 
facilitate an infrastructure for information sharing in connection with elections. When 
platforms are important sources of information, this requires information that is 
important to communicate to be made available on said platforms. However, this has 
proven challenging in practice. 

Technology companies have a substantial amount of power as they have large financial 
resources and direct access to users and user data, which means they can determine 
the conditions for the information environment in which we operate. While social media 
was initially seen as democratising and decentralising, the trend is now towards 
centralising power in the hands of a few major actors. This power can be illustrated by 
the fact that Google has conducted tests in several countries, including Denmark, where 
a sample of 1 per cent of the users were unable to get results from EU-based news 
sources.137 As a small country, Norway has limited influence over how the platforms 
operate, and these have a minimal presence in the country. In regulating them, we 
therefore rely on the regulations established at the EU level, and that relevant legislation 
is swiftly incorporated into Norwegian legislation. 

Based on The Industry Standard Against Disinformation, the platforms report on their 
efforts to prevent the spread of disinformation on their platforms. The Norwegian Media 
Authority’s assessment from September 2024 particularly indicates Meta as a 
problematic platform, as that they do not report figures for Norway and the figures 
provided are approximate and not consistent according to the level to which they 
apply.138 

 

137 Connal, 2024 

138 The Norwegian Media Authority, 2024c 
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In meetings with the Expert Group, several political parties mentioned that their 
communication with technology companies is challenging. There are several reasons for 
this, but they are particularly perceived as inaccessible and difficult to contact when 
necessary, e.g. when the parties profiles have (incorrectly) been taken down. Now that 
social media platforms have become important for political parties, it is problematic for 
them if they lose access to their own channels, especially during an election campaign. 
This would require swift action from the platforms, although based on past incidents, 
such cases are not sufficiently followed up. Several parties have described this issue to 
the Expert Group. Meta’s handling of the removal of the Facebook page of the 
Norwegian Centre for Holocaust and Minority Studies is an illustrative example of how a 
page can be taken down without telling the owner why or getting in touch with the 
platform to discuss how it can be restored.139 

The Expert Group believes that the expanding power of technology companies is 
reducing national autonomy. They have become an increasingly important part of the 
infrastructure for public dialogue. Technology companies have an important gatekeeper 
function with respect to information access for voters (search engines and chatbots) as a 
communication channel between voters and parties (social media), and as a platform for 
discussion and the exchange of opinions (social media). AI-generated content, filtering 
and personalisation are helping to shape this information space. As a result, the 
Norwegian editor-controlled media face a more difficult competitive situation both 
financially, in terms of reaching users, and as an arena for public dialogue. In other 
words, the editor-controlled competitive arena includes not only social media such as 
Meta, X and TikTok, but also operators such OpenAI and Google as premise providers 
for the information landscape in connection with elections. 

5.1.5 A more algorithm-driven distribution of content 

While social media previously displayed content from users’ personal networks, content 
is now increasingly determined by algorithms based on demographic characteristics and 
online activity—along with a growing share of content being promoted because 
platforms are paid to do so. 

As noted above, this shift towards an algorithm-driven media is challenging both the 
information and the media landscape. As algorithms only expose users to content that 
supports their own opinions and perception of reality, this could contribute towards 
selective exposure. The way in which the information and media landscape in the United 
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States works shows extreme examples of this, where voters in the two dominant parties 
do not read or listen to the same news or facts. Fortunately, this is not the case in 
Norway. It is also important to ensure a common public sphere where people can agree 
on basic facts and be presented with the same news and information sources even if 
they disagree on political positions. 

Personalisation is not the sole challenge posed by an algorithm-driven distribution in the 
context of an election. An equally important challenge for the information landscape is 
that people are exposed to different content, and it is not guaranteed that others have 
been exposed to the same information as oneself. This makes public discourse more 
challenging, as personalisation puts pressure on two key democratic premises – the 
need for inclusive conversations as an arena for decision-making, and insight into the 
lives of others in order to make decisions for the common good. 

The 2024 election year has also highlighted weaknesses of algorithm-driven social media 
as a source of information about politics and elections, such as the examples of 
YouTube’s recommendation algorithms in the Finnish presidential election and the type 
of content highlighted on TikTok during the European Parliament elections in Finland. 
Coupled with the fact that social media has increasingly deprioritised editorial content, it 
is becoming more difficult to reach people with quality-assured information. 

5.2 Covert election influence 
Prior to the super election year, there were significant concerns about what we might 
encounter with respect to influence operations and threat actors’ use of AI. Due to the 
nature of covert influence operations – in that they are carried out in a covert manner – 
it is not possible to determine the extent to which the actors have actually used AI. 
However, it is possible to draw some conclusions about how AI can enable actors to 
carry out such operations. With respect to covert influence operations, the Expert Group 
is of the opinion that the changes resulting from AI mainly involve the amplification of 
existing threats. 

For a long time, it seemed that the election year would pass without any definitive proof 
that elections had been subjected to covert influence operations that could have altered 
the outcome. However, when the result of the presidential election in Romania was 
annulled on the grounds of foreign interference, the picture changed somewhat. The 
Expert Group believes Romania is an important example, not least because of the 
deliberate use of algorithm-driven social media, as well as cooperation between foreign 
and domestic actors in combination with cyber operations. 

AI tools are rapidly evolving, but the key takeaway from 2024 is that the “traditional” 
methods of influence still appear to be just as important as new AI-based methods. This 
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does not imply that threat actors are not using AI. It must be assumed that the actors 
may have used 2024 to test and gain experience so that AI can contribute more heavily 
to future influence operations, primarily by streamlining and amplifying existing threats. 

The Expert Group emphasises that there is still a strong need for more research-based 
knowledge about the importance of AI in the covert influence of elections.  

In the following, we will mention specific changes to the problems of covert election 
influence: 

5.2.1 Increased power and scale 

It is the Expert Group’s opinion that AI technology enables covert influence operations to 
gain greater power and scope. Greater power relates to the technology’s capacity to 
scale up and produce more content to be included in the influence operation, whereas 
scope relates to AI reducing the need for human resources and finances to be able to 
carry out larger operations. 

Examples of AI use in influence operations are the fake news websites that either 
present themselves as established media or as independent news websites, as we saw 
in the example of “D.C. Weekly”.  Fake websites are not a new phenomenon, even in 
Norway. In 2023, the Norwegian Defence Research Establishment found 14 fake 
websites purporting to be Norwegian. In reality, these sites were fraudulent and 
operated anonymously, using fabricated reporters with auto-copying and translating 
content from other sources.140 Such websites can be automated using AI and distributed 
through fake social media profiles that may appear to be human, with tailored 
messages. The challenge when such sites and the distribution of their content become 
more sophisticated is that they can also become more widespread and persuasive. In 
the worst-case scenario, narratives spread from such sites may be quoted or repeated 
through editor-controlled media, which helps build false legitimacy.  

5.2.2 A growing number of threat actors 

Because AI reduces the resource requirements for influence operations, this poses the 
risk of existing threat actors such as Russia and China scaling up their efforts.141 At the 
same time, it can open the door for additional threat actors to enter the field and utilise 
methods that they previously did not have the resources or capacity to implement.  

 

140 Sivertsen, Lundberg, Albrechtsen, Dursun and Hegner, 2023 

141 The Norwegian Police Security Service (PST), 2024 
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In the Expert Group’s opinion, we must be prepared for the possibility that other state 
actors will use AI tools to conduct covert operations in connection with elections, and 
that this may include non-state actors both in Norway and in other countries. There is 
also a risk that companies will emerge seeking to profit from selling influence services, 
as with the Israeli company STOIC, which contributed to influence operations targeting 
the United States and Canada.142 

5.2.3 Increased personalisation of influence operations 

Several of AI’s possibilities can also be misused by threat actors as part of covert 
influence operations. One such problem is that threat actors can use AI to personalise 
and target their content to a greater extent, often down to the individual level. 

One particular threat that has been highlighted is that AI enables the creation of bots 
with messaging services on social media that appear to be human and that establish 
one-to-one communication with users, such as on Snapchat or WhatsApp. German 
researcher Katja Muñoz pointed out such influence will be difficult to detect as the 
threat actor operates through direct messaging to individuals without leaving traces in 
open channels. She likens this to what influencers can achieve by establishing social and 
emotional relationships.143 

5.2.4 Increased polarisation and exploitation of divisive issues 

A well-known strategy for influence operations is to use existing controversial issues or 
conflicts as a starting point and use these to further polarise and weaken trust in 
politicians and between people.144 Such issues may include immigration, climate change, 
geographical differences, gender and foreign policy. If the message is triggering, it does 
not necessarily matter whether it is true, as long as the message supports and 
reinforces an existing point of view. AI offers greater power for operations that employ 
this, and it can be used to review large amounts of data to enable threat actors to form a 
better picture of issues that are likely to increase polarisation and weaken trust in 
society. This will be particularly relevant during elections.  

 

142 Johnson, 2024 

143 Muñoz, 2024 
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5.2.5 Weakness in democratic preparedness that can be exploited 

In order to make society less vulnerable to unwanted influences, it is also necessary for 
the population to have democratic preparedness. Therefore, the Expert Group believes 
it is particularly concerning that young people in Norway, despite their strong support 
for democratic values, are less likely to recognise threats to democracy. This may 
indicate a lower level of democratic preparedness.145 If this preparedness is weakened, 
it could be exploited by threat actors.  

Democratic preparedness is built over time, from the early school years. The media also 
plays a central role in this work. In Norway, democracy and good citizenship has been 
highlighted as an interdisciplinary topic in the new curricula from autumn 2020. This was 
an important step, supported by the Freedom of Expression Commission, which 
emphasised that the strengthening of democratic preparedness should primarily take 
place by further developing the infrastructure for freedom of expression.146 The Expert 
Group shares the view that democratic preparedness for election influence operations 
should be included in other democracy lessons at school and not as an ad hoc measure. 
This requires that teachers have the necessary competence to adequately teach this 
subject.  

Critical thinking is an important part of democratic preparedness.147 This is a challenging 
duality. It is not enough to simply support democracy. Democracy must also be the 
subject of criticism in order to be further developed. Other actors play an important role 
in this work, such as non-governmental organisations, peace and human rights centres, 
as well as providers of educational resources and teaching materials.  

5.3 The election process and cybersecurity 
The Expert Group believes that lessons learnt from the 2024 elections are also 
transferable to the area of election process and cybersecurity. Further, the Expert Group 
believes that AI-facilitated changes to the election process and cybersecurity primarily 
involve the amplification of existing threats. 

The authorities have long been aware of the possibility that Norwegian computer 
systems could be subject to cyberattacks and operations. Attacks or operations that 
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affect election processes could have major implications for both the practical conduct of 
the election and for its legitimacy and results.  

The Expert Group points out that the massive scale of the cyber operation Romania was 
subjected to emphasises that foreign actors have both the capacity and ability to 
conduct large and coordinated operations. Even before 2024, there are examples of 
attacks on election authorities in the Nordic region, such as when the Swedish website 
for election results shut down as a result of a denial-of-service attack.  

Denial-of-service attacks are the most commonly seen attacks targeting elections. Such 
attacks can undermine confidence in election process if they are successful in creating 
the impression that the systems have poor security. This is true even if such attacks do 
not achieve any significant changes to the systems or to the election outcome.  

The Expert Group emphasises that there are elements of the Norwegian election 
process that contribute to a robust defence against cyberattacks and their possible 
impact on the election outcome. The most important element is that voting is done 
using paper ballots. This ensures that it is always possible to check and verify the correct 
results, even if the data system is attacked and disabled, or altered to produce false 
results.  

In the United States, several people the Expert Group met with viewed the decentralised 
structure of elections as a strength. This makes it more difficult to actually influence the 
outcome. It would involve so many people that, in practice, it would be virtually 
impossible to implement such an attack without it becoming public knowledge. The 
practical implementation of elections is also decentralised in Norway and takes place in 
the municipalities.  

Like Finland, Norway has extensive collaboration across authorities and areas of society. 
This strengthens the collective responsiveness and resilience throughout the entire 
electoral process, from pre-election planning to post-election implementation and 
follow-up. In both Finland and the United Kingdom, the importance of international 
cooperation was also highlighted. 

In the following, the Expert Group will describe specific changes in the challenges 
involved in election processes and cybersecurity:   

5.3.1 Increased digital vulnerability 

Society is becoming increasingly digitised. This also applies to elections, where the EVA 
computer system supports the municipalities and county authorities in all phases of the 
election process.  
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The Expert Group believes that the service that publishes election results is particularly 
vulnerable to attack, and that attacks on this service could quickly impact confidence in 
the results, as seen with the attack on the Swedish Election Authority’s website in 2018. 
If such incidents are not adequately handled, they can adversely impact confidence in 
both the conduct of the election and its results.  

Cyber operations can influence elections even without affecting the actual systems used 
during the election. AI raises concerns about intrusions into systems where personal 
data and other information can be extracted and potentially spread online, as seen in 
the attack on Romanian computer systems, or sold to third parties. It is possible to 
manage this without AI, although AI-facilitated attacks will necessarily be more powerful. 

With the personalisation capabilities inherent in AI, which were previously discussed as a 
challenge, threat actors can target intrusion attacks, particularly through more 
convincing phishing campaigns. Language models can also be trained on stolen 
material, which would enable them to create even more persuasive material that can be 
included in an influence operation.  

In recent years, there have been several examples of cyberattacks on municipalities and 
government organisations, such as the attacks against Østre Toten Municipality in 
2021148 and, most recently, Gran Municipality in December 2024.149 Even if such attacks 
do not directly affect the election and do not necessarily give attackers access to 
information or opportunities to make changes to the election administration system, 
incidents occurring during the election period will have a major impact on a 
municipality’s capacity during an already resource-intensive period. Attacks against the 
central government, such as the widespread attacks against 12 government ministries in 
the summer of 2023150, can put pressure on capacity or prevent national election 
authorities from doing their job. The Norwegian Parliament has also been exposed to 
cyberattacks several times.151 Such attacks can also contribute to weakening the general 
confidence that systems and data are adequately secured.  

 

148 Østby and Kowalski, 2022 

149 Gran Municipality, 2024 

150 Ministry of Local Government and Regional Development, 2023b 
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5.3.2 Increased grounds for speculation about errors or fraud in the election 
process 

Internationally, particularly in the United States, there has been a trend towards a 
diminished trust in elections over time. In the American context, it is particularly 
Republican voters who, over time, have developed less confidence in the election 
process. In the Expert Group’s meetings, several people emphasised that there was a 
great deal of fabricated content that could have been used to discredit the election, and 
that a different election outcome would likely have changed its repercussions. Although 
Norway differs both in terms of its information and media landscape and in the actual 
conduct of its elections, it is problematic that international trends and debates could 
spill over into a Norwegian context, amplified by social media algorithms, and create 
false impressions of the situation in Norway. It is therefore essential for the election to 
be conducted in a way that does not give rise to such speculations.  

Although AI also has the potential to improve and streamline election processes, the 
Expert Group is not familiar with any countries that have used AI in their actual conduct 
of elections, and the recommendations the Expert Group received indicates that we 
should show moderation. Several have pointed out that AI can be used to help identify 
errors for human follow-up, but not as an independent tool without supervision. 
Maintaining a paper-based system is also important to ensure verifiability and maintain 
confidence in the process and results. 

Another impression the Expert Group would like to emphasise is the importance of 
ensuring that local election authorities have sufficient resources and expertise. Various 
actors the Expert Group spoke with in the United States mentioned that, over time, local 
election authorities have been given a growing number of tasks to manage.152 Due to 
the public’s growing demands for information, they are increasingly expected to act as 
good communication advisors in addition to conducting a safe and efficient election.   

It was therefore also noted that the role of the local election authorities must be 
defined, clarified and delimited. In Finland, the United Kingdom and the United States, 
election authorities emphasised that election authorities should not have the role of 
distinguishing between real and fake news, particularly with respect to politically 
controversial issues. Nor should they have to regulate the information space. The task of 
the election authorities must be to provide clear and correct information about the 
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election and how it is conducted, and the information should primarily be presented on 
their own websites and through their own identifiable channels.  

To avoid creating a breeding ground for speculation, it is essential to be transparent 
both during the actual conduct of the election and in the communication surrounding it. 
Elections are events where many people are involved, and some mistakes will be 
unavoidable. It is essential to have routines in place for managing this, as well as 
adequate communication. The Expert Group emphasises that the counting of ballots is a 
particularly critical phase where delays and errors in the transfer and publication of 
results can directly impact trust. 

5.3.3 Gaps in AI expertise within public administration and politics 

In the Expert Group’s meeting with the political parties, it also became clear that there 
are major variations between the parties both in terms of their familiarity with AI and 
the extent to which they have employed AI tools in their own organisations.  

For the authorities, it will be particularly important to ensure that they have the 
necessary expertise in AI tools to manage the changes and challenges it could entail. 
Central election authorities, such as the Norwegian Directorate of Elections, need to be 
well versed in the importance of AI in connection with elections and have sufficient 
resources to provide advice and guidance, for instance, to municipalities in the event 
incidents occur before, during or after an election.    



Page 84 of 108 

6 Summarised assessments and recommendations by 
the Expert Group 

AI has largely left its mark on the super election year of 2024. While there is no basis for 
concluding that AI has brought any groundbreaking new threats, it has left its mark on 
democracies and election processes. AI-generated content has been created and 
distributed, and in many cases, it has received widespread publicity. Thereby, AI has 
contributed to shaping election agendas. Social media based on algorithms, i.e. more 
“traditional” AI, has already had a major impact on the information and media 
landscape, and this also applies to elections. This has led to a new set of challenges for 
editor-controlled media as well as (election) authorities. Events and incidents during 
2024 also indicate that cybersecurity in an election context has become even more 
crucial, which is particularly emphasised by the dramatic events during the presidential 
election in Romania, but also by events in the United States. 

The Expert Group has assessed that AI contributes primarily to reinforcing existing 
threats. AI provides powerful tools that can simplify and streamline what previously 
required time, resources and expertise.  

In a Norwegian context, the Expert Group believes that Norway is well-placed to prevent 
AI from adversely impacting Norwegian elections and the political discourse. This 
primarily involves resilience based on a significant degree of trust, as well as a diverse 
media landscape with strong editor-controlled media that appear to be highly aware of 
AI, elections and influence, and that can still reach large parts of the population. There 
are trends that are important to be aware of, particularly the media habits of young 
people. However, this also applies to other groups, such as immigrants and those who 
do not vote. Because these groups are less likely to use editorial media, it is essential to 
help them get accurate information about elections and to ensure that everyone knows 
where to find such information.  

The Expert Group also emphasises the heavy dependence on foreign technology and 
platform companies, all of which are involved in the development of AI. This is a 
dependency that could have a major impact on the democratic foundation for elections 
in Norway. These companies wield great power over the infrastructure that controls the 
distribution of information, while there are few available alternatives. 

The possibility of a decline in trust is the most serious consequence of the challenges 
identified by the Expert Group in Chapter 5. This applies to trust in the conduct and 
outcome of elections, as well as trust in the media and trust in information as such. The 
recommendations therefore emphasise measures that could contribute towards 
maintaining and building trust.  
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Based on our experience from the 2024 elections and other relevant research and 
knowledge in a Norwegian context, the Expert Group has arrived at recommendations 
on how the authorities can help mitigate the risk of AI having an adverse impact on 
elections and democracy.  

In accordance with the mandate, several of the recommendations can be implemented 
before the parliamentary election in 2025. Several of the recommendations have a long-
term perspective involving efforts to maintain and reinforce the structures that help to 
preserve a good information and media landscape and build resilience to unwanted 
influences.  

It is not possible to isolate the efforts required and place them solely on election 
authorities or individual sectors. Efforts to mitigate the risk of adverse impacts on 
elections and democracy must be broad and involve a number of actors including 
election authorities, media authorities and the media themselves, security and 
digitalisation authorities, and not least, platform and technology companies. The Expert 
Group is therefore in favour of the existing interdepartmental working group and their 
efforts to build resilience against unwanted influence on elections, and is aware that the 
Expert Group’s report will be considered by this group. 

In conclusion, the Expert Group wishes to emphasise that the threat posed by AI should 
not be exaggerated. An exaggerated threat picture could itself result in diminished trust 
in information, technology, and democracy. Norway currently has a good foundation for 
resilience, which must be maintained and reinforced. 

6.1 The Expert Group’s recommendations 
The Expert Group’s recommendations will contribute to the following goals: 

- Voters should have access to accurate information about elections. 
- Ensure that the election process and digital systems that are important for 

elections are well protected. 
- Safeguard and strengthen the Norwegian information and media landscape. 
- Build resilience in the population and make us less vulnerable to unwanted 

election influence.  
 
To achieve these goals, the Expert Group has the following recommendations:  



Page 86 of 108 

• Ensure that the electoral authorities possess the necessary competence and 
capacity in AI and communication. 
In a more ambiguous information landscape, it is even more important for 
election authorities to keep voters informed. Election authorities must be the 
main source of information about the election process. National election 
authorities, municipalities and county authorities must also have the necessary 
expertise and capacity. To contribute to this, the Expert Group notes the 
following: 
• Election authorities must have sufficient resources, including resources 

working with communication to ensure more proactive information work.   
• Develop expertise on AI and the impact it can have on elections among 

national election authorities, so that municipalities and county authorities can 
receive training and necessary guidance in this area.  

 
• Reduce the basis for speculation regarding errors and deficiencies in the 

election process or that the election is subject to unwanted influence. 
The Expert Group believes it is crucial for voters to have confidence that the 
election has been conducted properly and that the results are correct. The most 
important thing in order to achieve this is for the election to be conducted in 
accordance with legislation and international standards. Furthermore, the 
authorities must work to reduce the potential for speculation that the election 
has not been properly conducted. Therefore, the Expert Group recommends the 
following: 
• Have backup solutions in place for important systems used in the conduct of 

elections, especially systems for communicating election results to the public. 
The backup solution should, as far as possible, be similar to the main 
solution. 

• Continue using paper-based ballots to ensure verifiability. 
• Be prepared to deal with misinformation and disinformation about election 

process. Prior to the election, procedures, and roles should be clarified so 
that national and local electoral authorities can help ensure that accurate 
information reaches the public.  

• Intelligence and security services must have the necessary expertise and 
awareness of new challenges and threats to democracy due to AI. 

• The authorities, including EOS services (the Parliament Appointed Committee 
for Intelligence Oversight), must endeavour to communicate as openly and 
quickly as possible, particularly about incidents or allegations of incidents 
that affect the election, in order to maintain trust.  
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• Recommendations by the Political Parties Act Committee on the revision of 
the Political Parties Act should be followed up to ensure transparency in the 
financing of election campaigns and political parties. 

• Great caution should be exercised when implementing AI solutions in election 
administration.  

 
• Contact between the authorities and the technology and platform 

companies. 
Technology and platform companies have a great deal of power to determine 
how they organise their services, and the authorities should liaise with them on 
issues relating to election security. The Expert Group has noted certain areas of 
particular importance in such a dialogue: 
• Labelling AI-generated content in accordance with the AI Act, provided the Act 

is not incorporated into Norwegian legislation prior to the parliamentary 
election. 

• Measures to prevent the spread of misinformation and disinformation about 
the election. 

• Platforms and chatbots should refer to official election information and 
exercise caution when discussing election-related matters. 

• Content from editor-controlled media should not be prevented in social 
media. 

• Clarify how the platforms can assist during incidents. 
 
• Political actors should be held accountable and supported. 

Political actors, including all those running for election, have an important 
responsibility to contribute to a good information landscape and avoid spreading 
misinformation or disinformation. At the same time, there should be measures in 
place to provide political actors with the necessary support and training, 
especially in the face of powerful platforms that can be difficult to get in touch 
with. The Expert Group would like to highlight the following: 
• It is positive that an agreement has already been reached between the 

parties in the Norwegian Parliament to protect the 2025 parliamentary 
election from deepfakes and AI-generated disinformation. Such guidelines 
create a common framework across parties, and in the future, political actors 
should also look at the possibility of common guidelines for a broader 
consideration of AI. 

• Establish a point of contact for political parties and candidates to turn to in 
the event of incidents such as hacking or unauthorised removal of accounts, 
and to assist in the follow-up of platform companies. 
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• Prioritise the rapid implementation of relevant EU legislation, especially the 

Digital Services Act and the AI Act.  
These laws provide important frameworks, including obligations for platforms to 
ensure openness and access, as well as requirements for labelling AI-generated 
content. Prioritising the implementation of these will be an important step in the 
regulation of technology and platform companies in Norway. 

 
• Pursue an active media policy that maintains an independent, strong and 

diverse editorial media landscape. 
The strong position of editor-controlled media must be maintained by ensuring 
that media policy will enable the media to be competitive and innovative in 
reaching more groups. As young people are increasingly using social media and 
chatbots as sources of information, it will be especially important to promote the 
use of editor-controlled media among the younger generations. 

 
• Develop source awareness and promote critical media, digital, and AI 

literacy skills. 
The public’s ability to evaluate information and detect AI-generated 
misinformation and disinformation has become even more important given the 
opportunities provided by AI tools and with users moving from editor-controlled 
media to algorithm-driven social media. The Expert Group strongly recommends 
the following: 
• Strengthen civil society organisations working to build greater source 

awareness and critical media literacy. 
• The public must be informed of what unwanted election influence is, how it 

can happen and how they can detect it.  
• It is essential for information initiatives to be aimed at groups that are less 

likely to use editor-controlled media. 
• Easy-to-read and accessible material on AI and elections, based on knowledge 

from this report and other sources, should be made available for use in 
education when teaching lessons on democracy.  
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• Increase research and cooperation between authorities, researchers, civil 
society and technology companies.  
Broad collaboration can ensure that technology is used responsibly and in line 
with democratic values, while simultaneously strengthening society’s resilience to 
misuse. Such cooperation is also crucial for developing effective regulations and 
building trust in new solutions. The Expert Group therefore recommends the 
following:  
• Provide more support for the research and knowledge sector to ensure that 

Norway has solid professional environments in areas of relevance for the 
topics in this report.  

• Ensure that research is conducted on topics such as unwanted election 
influence, security, technology and international relations, technological 
infrastructure, source awareness and the critical understanding of media, 
technology, and AI. 
 

• International cooperation. 
The challenges identified extend beyond Norway’s borders and challenge 
traditional international frameworks for international politics and rules of the 
road. The Expert Group therefore believes that Norway must be a driving force 
for international cooperation on issues related to AI, democracy and elections, as 
well as promoting a more ambitious technology policy globally to safeguard our 
democratic values and interests.   
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Appendix 1: Overview of whom the Expert Group met 
with and received input from 
The Expert Group has held input meetings and received written input from various 
actors, including authority organisations, media actors, civil society and others.  

Below is an overview of those who provided input to the Expert Group’s work at 
meetings and on our journeys respectively (in alphabetical order): 

Input provided at meetings  

- Arbeiderpartiet (The Labour Party) 
- AUF (Workers’ Youth League) 
- Faktisk.no 
- Fremskrittspartiet (The Progress Party) 
- Google 
- Høyre (The Conservative Party) 
- Kristelig folkeparti (The Christian Democratic Party) 
- The Ministry of Culture and Equality 
- Mediebedriftenes Landsforening – MBL (The Norwegian Media Businesses’ 

Association) 
- Medietilsynet (The Norwegian Media Authority) 
- Meta 
- Miljøpartiet De Grønne (The Green Party) 
- The Psychological Defence Agency (MPF, Sweden) 
- The Norwegian National Security Authority (NSM) 
- Norsk Journalistlag (The Norwegian Union of Journalists) 
- Norsk Presseforbund (The Norwegian Press Association) 
- Norsk Redaktørforening (The Association of Norwegian Editors) 
- The Norwegian Broadcasting Corporation (NRK) 
- OSCE Office for Democratic Institutions and Human Rights (ODIHR) 
- The Norwegian Police Security Service (PST) 
- Rødt (The Red Party) 
- Senter for kildebevissthet (Centre for Source Awareness) 
- Senterpartiet (The Centre Party) 
- Senterungdommen (Centre Youth) 
- SimulaMet 
- Snapchat 
- Sosialistisk Ungdom (Socialist Youth) 
- Teknologirådet (The Norwegian Board of Technology) 
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- TikTok 
- The Election Research Programme at the Norwegian Institute for Social Research 
- Venstre (The Liberal Party) 
- VG 

Input during study visits  

- Alan Turing Institute, Centre for Emerging Technology and Security (CETaS) 
- Atlantic Council, Digital Forensic Research Lab 
- Axios 
- Bipartisan Policy Center 
- Cybersecurity and Infrastructure Security Agency (CISA) 
- Directorate-General for Communications Networks, Content and Technology (DG 

Connect), Brussel 
- Election Observation and Democracy Support (EODS), Brussels 
- EU Election Unit 
- European Centre of Excellence for Countering Hybrid Threats (Hybrid CoE), 

Helsinki 
- European External Action Service (EEAS), Brussels  
- Georgetown University, Center for Security and Emerging Technology (CSET) 
- George Washington University, School of Media & Public Affairs 
- German Marshall Fund US 
- The Ministry of Justice in Finland 
- Microsoft 
- National Association of State Election Directors (United States) 
- National Cyber Security Centre (NCSC), United Kingdom 
- NATO 
- Nordic Press Center 
- Royal Norwegian Embassy in Helsinki (Finland) 
- Royal Norwegian Embassy in London (United Kingdom) 
- Royal Norwegian Embassy in Washington D.C. (United States) 
- Mission of Norway to the European Union, Brussels 
- R Street Institute 
- Shoutout UK 
- State Board of Elections in Maryland 
- UK Electoral Commission 
- University of Helsinki 
- United States Election Assistance Commission 
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Written input from Norwegian foreign and permanent missions/delegations 

Requests were sent on behalf of the Expert Group to all Norwegian foreign and 
permanent missions/delegations for contributions and any experiences gain from the 
countries they follow, which could be of relevance for the group’s work. This written 
input has been used as the foundation for the Expert Group’s work. 

The following Norwegian foreign and permanent missions/delegations provided written 
input (in alphabetical order): 

- Royal Norwegian Embassy in Abuja (Nigeria) 
- Royal Norwegian Embassy in Berlin (Germany) 
- Royal Norwegian Embassy in Budapest (Hungary) 
- Royal Norwegian Embassy in Canberra (Australia) 
- Royal Norwegian Embassy in Islamabad (Pakistan) 
- Royal Norwegian Embassy in Copenhagen (Denmark) 
- Royal Norwegian Embassy in Madrid (Spain) 
- Royal Norwegian Embassy in Paris (France) 
- Royal Norwegian Embassy in Rome (Italy) 
- Royal Norwegian Embassy in Seoul (South Korea) 
- Royal Norwegian Embassy in Singapore (Singapore) 
- Royal Norwegian Embassy in Stockholm (Sweden) 
- Royal Norwegian Embassy in Warsaw (Poland) 
- Royal Norwegian Embassy in Zagreb (Croatia) 
- Mission of Norway to the European Union, Brussels 
- Permanent Mission of Norway to the United Nations Office and other 

international organizations, Geneva 
- The Permanent Delegation of Norway to the OSCE, Geneva 
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